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FOREWORD (1868)

Revisions of works in any discipline invariably change the character
of the original, but none so radically as revisions of books on logic.
As in dramas with intricate plotting, the slightest adjustment results in
drastic changes. The revision of a book on logic is, even more than most,
a complete rewriting. The writer's various attempts to set down a co-
herent system will inevitably lead him to repudiate some points in earlier
efforts, but this should not seem disturbing if one remembered that he is
actually publishing a continuing, self-critical, self-revising "work-in-
progress''.

The strictures on revisions may at first seem out of place in a foreword
to a book which has never been published in any form whatsoever. A
brief account of the publishing history of this work may help to clarify
this anomaly. The first draft of this work was written in 1961-63. A
vear later, it was accepted for publication by the Royal Asiatic Society.
In 1965, Messrs. Liuzac & Co., the Society's printers, requested a fair
copy of the manuscript which could then be photographically reproduced.
I agreed, but with the secret notion that the retyping of the manuscript
would subtly incorporate a rewriting as well. However, revision proved
to be, as I perhaps should have known, far more involved than I had
expected. In the face of these difficulties, I procrastinated. Two years
passed.

While I was thus beset with my self-inflicted complications, the
printers proceeded on their own to reproduce the very copy which they
had hoped to replace with a }'fair copy' from me. It was with a mixture
of dismay and pleasure that I received the news in April 1968 from the
Society that the galley proofs were now ready, and that, incidentally, 1
would have to bear the costs of any alterations exceeding 15% of the text.
I was "hoist by my own petard".

I am now constrained to present to the public a work whose inadequacies
are all too clear to me. Its value may be, after all, in setting forth a

construct, without and beyond which Icould not have advanced my thoughts
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on the subject. The contretemps between the printers and myself may

have turned out for the better after all, for it is probable that, were it
not for their enterprise, no part of my "work-in-progress'' would have
seen the light of day.

The question may be fairly asked: why encumber the literature with a
work which one wishes beforehand to repudiate? The answer is that the
mistakes embodied in the earlier enterprise might be instructive. The
coherent exposition of certain ill-formulated concepts, as well as their
subsequent correction, seems a most effective way of developing my
thesis. Further, the publication of this work in this form, gives me an
opportunity -- perhaps to be cherished -- of anticipating the critics, by
correcting myself.

To mention but a few examples: my lengthy derivation of the
Hetucakra can be greatly reduced by resort to a short cut; my theory
of ''narrow functions' is faulty and unmanageable; my interpretation of

several topics, such as Nagarjuna's reductio ad absurdum method and

the catusgkoti, is far from correct.

Under the present circumstances, though it is not possible to abandon
the old exposition in favour of a new, I have, nevertheless, been pro-
vided with a chapter in which some of my grosser mistakes can be
corrected -- a provision for which I am deeply grateful to the Society.

In May 1967, I was invited to speak before the opening Symposium of
the Joint Meeting of the Association for Symbolic Logic and the
American Philosophical Association at Chicago. My paper, ''Buddhist
Formal Logic and Its Consequences' represents my views at that time,
At the symposium, Professor Karl Potter of Minnesota and Dr. Douglas
Daye of Wisconsin, who commented on my paper, contributed valuable
suggestions and posed a number of pertinent questions which I had not
dealt with adequately in the body of the paper. I have since incorporated
my answers into my paper, which in its expanded form is included in this
book as '"Introduction, 1967".

The catusgkoti has been considered an insoluble problem for centuries.

In Decembher of 1967 I read a paper (""A Tentative solution of the Problem
of Four-Corner Negation") at the University of Chicago, which I believe

solves the problem. The solution depends on applying Bertrand Russell's
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vicious-circle principle and my explanation of "unavoidable mistakes',
namely, "under cultural circumstances x, a mistaken theory y is
inevitable'. The paper is unmanageable in length and needs further
revision: it will appear as an article. For the moment, I can only say
that it corrects my earlier explanation of the catugkoti which is erroneous.

One last word as to style: my Chinese-styled English, so faulty in

grammar and awkward in manner, is at least genuine, without being

polished by my western friends. I hope its awkwardness will not annoy

the readers too much, and its foreign-ness amuse them a little.

Indiana, 1968 R.S.Y.C.
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INTRODUCTION 1966 - 67
(i) DIGNAGA'S HETUCAKRA AND TRAIRUPYA

Logically speaking, a discipline can be roughly divided into three
stages: its fundamental concepts at the bottom level, its major theory at
the middle level and the elaboration of its theory at the top level, some-
what like the root, the trunk and the branches of a tree. In the actual
process of development, when a new discipline is introduced, either
historically by thinkers, or pedagogically by teachers, the middle part
usually comes first; it is the least sophisticated portion of the entire task
and it can be easily formalized mathematically. Fundamental concepts
are taken for granted at this level without being thoroughly investigated.
The bottom part usually comes last; it is normally the philosophy of that
discipline.

The reason why I have made this almost tautological statement is that
the introduction of Indian logic to the West, mainly by philologists such
as Th. Stcherbatsky, followed a quite different path. Topics of all three
levels appear to be unfathomably profound; the elementary topics are no
less obscure and puzzling. It seems that a work solely devoted to its

elementary theory such as Dignaga's Hetucakra, without touching either

the 'top’ or the 'bottom', expressed in a more understandable language at
its appropriate level, is still lacking. This is the humble aim of the
present work.

Information about historical, textual and bibliographical matters is
rich in most of the books by philologists; it will not be repeated in this

work. The text of the Hetucakradamaru is very brief; I might as well
paraphrase it in full.

THE WHEEL OF REASONS

Homage to Manjusrikumarabhuta.

Homage to the Omniscient One, who is

The destroyer of the snare of ignorance.

I am expounding the determination of

The probans with three-fold characteristics. (1)



Among the three possible cases of 'presence’, 'absence' and "both’
Of the probans in the probandum,

Only the case of its 'presence’ is valid,

While its 'absence' is not. (2)

The case of 'both presence and absence' is inconclusive,
It is therefore not valid either.,

The 'presence’, 'absence’ and 'both',

Of the probans in similar instances, (3)
Combined with those in dissimilar instances,

There are three combinations in each of three.

The top and the bottom are valid,

The two sides are contradictory. (4)
The four corners are inconclusive because they are 'too broad’,
The centre is inconclusive because it is 'too narrow’.

Knowable, produced, impermanent, (5)
Produced, audible, effort-made,

Impermanent, effort-made and incorporeal,

Are used to prove the properties of being:

Permanent, impermanent, effort-made,

Permanent, permanent, permanent,

Non-effort -made, impermanent, and permanent, (6)

When two tops or two bottoms meet,

The probans is valid.

When two corresponding sides meet,

It is contradictory. (7)

When corresponding corners meet,

It is inconclusive because it is 'too broad’

When the centres of two crosses meet,

It is inconclusive because it is 'too narrow'. (8)

Since there are nine classes of probans,
Accordingly we have nine sets of examples:

Space-pot, pot-space, (9)
Pot -lightning -space,

Space-pot, (space-pot), space-pot-lightning,

Lightning -space-pot,

Pot -lightning -space,

Space-atom-action-pot. (10)

The above concerns the 'determined probans' only;

As regards the 'doubtful' ones,

There are also nine combinations of

'Presence’', 'absence' and 'both'. (11)

The treatise on the Wheel of Reasons by Acarya Dignaga.
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Abstract language in Indian logic during the fifth centry must have been
very inadequate, otherwise the explication of the Hetucakra would not
have been so primitive. It was written in such a strange way that it takes
us quite some time and effort to re-phrase it into an understandable
language. It is easy to visualize that it must have perplexed ancient
students to a considerable extent before they could grasp what was all
about. It is not unlikely that some of them might just recite the text like

a darapi without understanding a thing; this can be proved by the multitude
of mistakes in the segmentation of the text in a Tibetan version. When

logic was transmitted to Japan, the words 'top secret' have been used
in the sense of secret formulae of alchemists, Even in our own century,
the Hetucakra has been described by St. Stasiak as 'mysterious’. L

In modern logic we have the operation 'class inclusion', symbolized
by the formula 'a cb', where the classes 'a' and 'b' are variables and the
operators 'C ' ('is included in') is a constant. Suppose we do not have
such abstract device, how can we express the concept of class inclusion?

One way to solve the problem is to borrow two particular concret
classes 'ay’ and 'by', which are constants, such that the relation
C(aj, by) can represent such a concept. In other words,

(ac b) = (a C(ay, b)) b)  Df.

For instance, if we use a familiar example a;= human beings,
by = mortal beings, class inclusion may be represented by C (human
beings, mortal beings).

Such a way is, of course, primitive and arbitrary, but using a par-
ticular symbol 'C ' is no less arbitrary; it is merely more convenient
in writing.

This is precisely what Digniga did when he had no adequate abstract
terminology. He chose the following classes:
aq = things being produced by effort; by = things transient.
In such a way he employed two sets of concrete words to represent one

set of abstract class relationships.

1. St. Stasiak: Fallacies and their Classification According to the Early
Hindu Logicians (Rocznik Orientalistyczny VI, 1929, pp 191-8).
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The frequent occurrence of synonymy and polysemy in Indian works,
such as 'sidhya' and 'paksa', 'tattulya' and 'tajjatiya' and 'sapaksa’,

'vipaksa' and 'asapaksa', has made the terminology of Indian logic

desperately confusing., In this work I shall not list these terms and give

a comparative study of them, (such a task could be better handled by

philologists) but merely apply those terms which are comparatively

familiar to scholars today, regardless of the priority of their origin.

For this reason I use the terms introduced by Uddyotakara and Dharmakirti,

although the concepts had been introduced by Dignaga at an earlier period.
Two sets of technical terms are fundamental in Dignaga's logic,

namely, the set of operators in propositions, and the set of classes in

syllogisms. Dignaga introduced three operators: -vyapaka, -avrtti

and -ekadeéavg_t_t_i_; Uddyotakara added one more: avidyaméana-. The set

of classes in syllogisms will be discussed later.

It is usually desirable to introduce something unfamiliar by means of
comparing it with something familiar. Before I interpret the operators
introduced by Dignaga, 1 should like to discuss the socalled 'categorical
propositions’ in traditional logic, i.e., the forms A, E, I and O. The
propositions such as 'All a's are b's', or more precisely, 'Every member
of class a is a member of class b', obviously convey some information
about two classes a and b; the information involves the condition of four
sub-classes ab, ab, Ab and 4b, and such condition could be nothing but
whether they are empty or not.

It is therefore quite natural and convenient to choose 'being non-empty"
(a # 0) and 'being empty' (a = 0) as 'primitive ideas'. In the language
of predicate calculus, one may choose (Ex)0x and its negation as primi-
tive ideas, instead of choosing (x)0x and (Ex)0x as shown in many modern

works such as Principia Mathematica (2nd edition, 1927, p. 127). The

expression (x)fx may be defined in terms of (Ex)Jx and ~ (Ex)0x. In
other words, the pair 'always' and 'sometimes' are replaced by the pair
'sometimes’ and "'never', Such an alteration is suitable for the purpose
of the present work.

We are not told in traditional logic, however, to what extent the
information is necessary and sufficient; in other words, how many and

which one of the four sub-classes should be specified. Because of the
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ambiguity in defining the four categorical propositions, a variety of
interpretation is possible. P.F. Strawson has explicitly described the
ambiguity by means of formulating the four types in three different Ways..1
Some traditional laws collapse in the first interpretation, and some other
laws collapse in the second. All the laws can be satisifed in the third,
but the formulated interpretation becomes remote from the meaning of
the words 'all' and 'some’' in ordinary speech.

If we consider the four possible conjunctions fx. gx, fx.-~gx, ~fX.gx
and -~ fx. ~gx and use (Ex) and ~ (Ex) as primitive ideas, the three ways of

interpretation can be re-written as follows:

Interpretation 1:
A ~(Ex)(fx. ~gx)
E -~ (Ex)({x.gx)
I (Ex)(fx.gx)
O (Ex)(fx. ~gx)

Interpretation 2:
A (Ex)(fx.gx) . ~(Ex)(fx.~gx)
E ~(Ex)({fx.gx) . (Ex)(fx.~gx)
I (Ex)(fx.gx)
O (Ex)(fx. ~gx)

Interpretation 3:
A (Ex)(fx.gx) . ~(Ex)(fx.-~gx) . (Ex)(~fx.-~-gx)
E - (Ei)(fx. gx) . (Ex)(fx.-~gx) . (Ex)(~fx.gx)
The operators I and O cannot be expressed by conjunctions for
interpretation 3.
In the present discussion there is only one individual variable x, and
the so-called 'apparent variable' is apparently redundant; it would be more

convenient to use class form such that a = 2(fz) and b = Z(gz):

Interpretation 1 Interpretation 2 Interpretation 3
A (ab=0) (ab0) (ab=0) (ab0) (ab=0) (ab0)
E (ab=0) (ab=0) (ab70) (ab=0) (ab70) (ab50)
I (aby) (aby0)
O (aby0) (aby0)

1. P.F.Strawson: Introduction to Logical Theory (1952) pp. 167-73.
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This can be further simplified by the following device.
Let us fix the sequence of the four sub-classes in a convenient way, say
ab, ab, ab, ab. Then let us use symbols to denote the condition of the
four sub-classes according to the above-mentioned sequence. Since the
sequence is fixed, the names of the sub-classes may be omitted without
causing any ambiguity. Let the symbols '0', '1' and '-' represent
respectively 'being empty’, 'being non-empty' and 'being unspecified’.
The result is reduced as follows:

Interpretation 1 Interpretation 2 Interpretation 3
A (-0--) (10--) (10-1) .
E (0---) (01--) (011-)
I (1---) (1---)
0 (-1--) (-1--)

The extent of information is clearly shown in this notation: In the first
interpretation, the information of one sub-class is given. In the second,
the information of two sub-classes is given for A and E, but that of only
one sub-class is given for I and O. The third interpretation is indefinite
at the present stage, but it will be clear when it is completely formulated
later.

Logicians in the 18th and 19th centuries were less tolerant than our
contemporaries, Quite a few of them abandoned the traditiﬁonal system
but established their own. Among them the French logician J. D. Gergonne
remarked: "Aristotelian logic had fallen into general discredit during the
18th century, although still taught in some Gothic academies''. L In his
own system Gergonne suggested five operators as following:

aChb est contenu dans inclusion

al b est identique 3 equivalence
aHb est hors de exclusion

aXb s'entre-croise avec intersecting
aodc contiens inverse inclusion

1. According to the English version rendered by Prof. W. C. Kneale in
the Development of Logic. |
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They can be symbolized as following:

aCh (abs0) (ab=0) (ab+0) (101-)
al b (ab0) (ab=0) (ab=0) (100-)
aHb (ab=0) (aB/0) (a1+0) (011-)
aXb - (ab70) (abs0) (aby0) (111-)
adc (abs#0) (aB0) (2b=0) (110-)

From the above it is obvious that Gergonne's system gives the
information of three sub-classes, namely, ab, ab and ab.

Let us now return to Digndga. The operators -vyapaka, -avrtti and

-ekadesavrtti represent respectively inclusion, exclusion and inter-
secting. The first two are equivalent to Strawson's second interpretation
of A and E. The third is a new one, which is the conjunction of Aristotle's
I and O, and the disjunction of Gergonne's X (intersecting) and D (inverse
incluaion). Let us call it the operator 'U’'.

The operator U is closer to everyday language than the operator I.
When one says ""There are sensible people in the world'", it actually
implies ""There are even more people who are not sensible''. Such

propositions belong to the type U and not type I,

aAb (abs0) (ab=0) (10--)
aEb (ab=0) (ab#0: (01--)
aUb (ab#0) (ab0) (11--)

Dignaga's system gives the information of two sub-classes ab and ab.

Both Dignaga and Gergonne's systems are unambiguoi:s, and they are
mutually definable:

1. (a Eb) =(aHDb)
(aAb)=(alb)v(cChbhb)
(aUb)=(a Db) v(aXDb)

2. (aHD) =(aEDb)
(@aXb)=(aUb) ., (bU a)
(alb) =(aADb) . (bAa)
(aCb=(aAb) . (bUa)
(@aDb)=(aUb) . (bAa)
We may say Dignfiga's system is 'narrower' than Aristotle's, and
'broader' than Gergonne's; it is midway between the two.,
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With a new system of operators, Dignaga could establish a set of
theorems comparable to those of Aristotle, He was, however,
interested in nothing but one particular property of transitivity, i.e.,
the AAA form of syllogism. The reason is that in his time, logic was
essentially an instrument for doctrinal debate.

Dignaga obviously excluded a fourth possibility: that both sub-classes
ab and ab are empty; Uddyotakara added it two centuries later, Let us

call this case the operator 'Y', His system can exhaust all possible
cases when two sub-classes are specified:

aAb (ab70) (ab=0) (10--)
aEDb (ab=0) (abs0) (01--)
aUb (ab#0) (ab+0) (11--)
aYDh (ab=0) (ab=0) (00--)

The four sub-classes are of equal stat@®; the reason why in all the

above -mentioned systems two sub-classes, ab and ab, seem to be more

important than others is as follows:

1. In natural language and convention in logic, positive statements are
more 'primitive' than negative ones; therefore the sub-class ab is left
unspecified.
2. The property of transitivity of formal implication (x)(fx > gx) or
class inclusion (a C b) plays an important role in logical inference, par-
ticularly in formulae called 'syllogisms'. The sub-class ab is relevant
to such cases, it is therefore specified.
3. The reverse of formal implication or of class inclusion is less
familiar in natural language, therefore the sub-class ab is not specified.
4, The sub-class ab is specified because of existential import,

Let us assume that the content of Indian syllogism is the same as that
of our familiar syllogism of 'barbara mood', i.e. either
(x)(fx >gx). (x){gx > hx) > (x)(fx > hx), or
(ach).(bcc)>(acc), despite the fact that both the Indian five-membered
and three-membered syllogisms differ from our familiar three-membered
syllogisms in form.

Before I explain the Hetucakra, or the 'Wheel of Reasons’, I should
interpret the second set of technical terms, i.e. the terms for four

classes:
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Thetu', 'sadhya’ (sometimes called 'paksa'), 'sapaksa' and 'vipaksa',

____h

which are abbreviated as 'h', 'p', 's' and 'v' respectively.
The Hetucakra was intended to be an extensional study of various
kinds of major premises about whether they can yield valid syllogisms.,

Since all major premises are propositions, the Hetucakra can also be

e _— y i

considered as an extensional study of propositions.

The criterion for non-triviality varies greatly with time; what is non-
trivial today might be trivial in Dignaga's time, and vice versa. Despite
Digniga's original intention, we are more interested in propositions.

I should therefore interpret the Hetucakra in two different ways in the
following sequence: (1) as a study of propositions, (2) as a study of major

premises of syllogisms.

Interpretation 1 of the Hetucakra

The first interpretation concerns propositions instead of syllogisms,
Let us consider two classes a and b in the formula (a ¢ b), or two

properties f and g in the formula (X)(fx > gx). The classes h, sand v

can be defined as follows:

h=a Df. h=2Z(fz) Df.
s =b Df. or s = Z(gz) Df,
v=b Df. v = 2(-gz) Df.

In the text of the Hetucakra, Digniga applied the three operators
A, E and U to the relation between two classes b and a, and also between
b and a. By putting three pairs in the form of row and column vectors
and taking their product, he formed a matrix as shown in the following.
Such a matrix was called by him '"The Wheel of Reasons'.

bAa
bEa|l.[bAa bEa bUalj
bUa

(ab70)(ab=0)

i

|(ab=0)(aby0) | . [(aB70)(aB=0) (aB=0)(ab0) (ab0)(ab70)]
(ab70)(aby0)

(1-0-)

(0-1-)| . [(-1-0) (-0-1) (-1-1)]
(1-1-)
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(1100) (1001) (1101)
= [(0110) (0011) (0111)
(1110) (1011) (1111)

In the above process he took b and b to operate against a. The r2ason
for his manipulation in such an arbitrary way is that by this method he
could derive more possible ways of combination which are distinct from
one another. The elements of the column vector are of the form (x-x-),
and those of the row vector are of the form (-x-x); therefore, when the
product is taken, all elements become fully specified.

The nine types given in the matrix are nothing but operators, except
that the new operators are free from 'unspecified condition’ .of sub-classes.
All the nine are uniquely defined in terms of existential condition of the
four sub-classes and they are distinct from one another. In order to make
a distinction, let us call the three operators 'primary' and the nine
operators 'secondary', or alternatively, 'partially specified’ and 'fully
specified' respectively.

Dignaga's set of primary operators does not include the operator
Y (00--), yet in the centre of the matrix of secondary operators, the
operator (0011) turns out unexpectedly through the back door. Obviously

the three-operator system is not exhaustive. Uddyotakara's four-operator

matrix can easily be derived by a similar process.

b Aa

bE a
bUa| . [bAa bEa bUa bYa]
bY a

(ab70)(ab=0)

(ab=0)(aby0)

(abs0)(3br0)| - |(@B70)(@b=0) (ab=0)(@B70) (ab70)(ab70) (ab40)(ab=0)]
(ab=0)(ab=0)

(1-0-)

(0-1-)

(1-1-)
(0-0-)

. [(-1-0) (-0-1) (-1-1) (-0-0)]



(1100) (1001) (1101) (1000)
(0110) (0011) (0111) (0010)
(1110) (1011) (1111) (1010)
(0100) (0001) (0101) (0000)

The result of sixteen secondary operators is so handy that it seems

to be incredible that the ancient Indian logicians should follow a roundabout

path by first introducing the concepts of sapaksa and vipaksa. Such case

is not unusual; the progress of human thought sometimes travel along a
zigzag path, and sometimes truths are hidden undiscovered not because
they are too profound but because they are too obvious. For instance,
several truth functions were introduced higgledy -piggledy since ancient
Greeks, but the total of sixteen truth functions were not introduced until
our own century. (They were introduced almost simultaneously by E. L, Post
and L. Wittgenstein in 1921).

Dignaga's original intention of formulating the Hetucakra was to have

an extensional study of various ways of major premise regarding whether

it can yield a valid syllogism. An even more fundamental problem is

whether all the sixteen ways are possible; in other words, whether the
condition of one sub-class can be independent of the condition of other

sub-classes. There are various answers to this question.

Most logicians assume a non-empty universe. The condition that a
class is empty implies the condition that its complement is non-empty,
i.e.,

(a=0) > (a70), or - (Ex)0x > (Ex)(- gx).

Among the four possible combinations, i.e.,

(a7#0). (a#0), (a70).(a=0), (a=0).(a7#0), and (a=0). (a=0), or, in
simplified notation, (11), (10), (01) and (00), the last one is excluded.

When there are two classes, if three sub-classes are known to be
empty, the remaining one should be non-empty. J. Venn mentioned this
point explicitly in the Symboli_g_ Logic, pp. 142-9. If a non-empty universe

is assumed, among the sixteen cases, the case (0000) is excluded.

The convention of Aristotelian non-empty universe is even narrower.

It is assumed that (a70), (a70), (b70), (b#0). From this assumption the
following relations hold:
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(ab=0) > (ab#0), (ab70)
(ab=0) > (ab<0). (ab+0)
(ab=0) > (abz0). (ab70)
(ab=0) > (aby0). (ab70)

or,

(0---) > (011-)
(-0--) o (10-1)
(--0-) > (1-01)
(---0) > (-110)

In other words,

(0---) > ((0111) v (0110))
(-0--) > ((1011) v (1001))
(--0-) o ((1101) v (1001))
(---0) > ((1110) v (0110))

From the above there are eight possible cases. We have to add the
case in which no sub-class is empty, i.e. (1111), and also have to subtract
two cases (0110) and (1001) which appear twice in the list; finally there
are seven cases left: (1111), (1110), (1101), (1011), (1001), (0111) and
(0110).

Let us return to Strawson's interpretation of Aristotelian operators:

The first two can easily be expressed by the following table, while the
third one isnot so ready:
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Interpretation 1

Interpretation 2

A E I O A E I 0,
1111 1111 1111 1111
1110 1110 1110 1110
1101 1101 1101 1101
1100 1100 1100 1100
1011 1011 1011 1011
1010 1010 1010 1010
1001 1001 1001 1001
1000 1000 1000 1000 |
0111 0111 0111 0111
0110 0110 0110 0110
0101 0101 0101 0101
0100 0100 0100 0100
0011 0011
0010 0010
0001 0001
0000 0000

When the condition (a70). (a7#0). (b#0). (b#0) is imposed, Strawson's first
interpretation becomes a new one, which is close to, if not completely
identical with, his third interpretation. The second interpretation, which

has been an intermediate stage, becomes unnecessary. This can easily
be illustrated by the following table:

Condition not imposed

Condition imposed

A E I O A E I O
1111 1111 1111 1111
1110 1110 1110 1110
1101 1101 1101 1101
1100 1100
1011 1011 1011 1011
1010 1010
1001 1001 1001 1001
1000 1000
0111 0111 0111 0111
0110 0110 0110 0110
0101 0101
0100 0100
0011 0011
0010 0010
0001 0001
0000 0000
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Now Aristotelian operators can be uniquely formulated as follows:

Assume (Ex) fx. (Ex)- fx. (Ex)gx. (EX)~gXx.

A ~- (Ex)(fx, ~gx)
E ~- (Ex)(fx. gx)
I (Ex)(fx. gx)
O (Ex)(fx. ~ gx)
or
Assume that (a50). (a7#0). (b70). (bs0)
A (ab=0)
E (ab=0)
I (ab#0)
0, (abs0)

Dignaga's operators are also existential, but he did not assume a
non-empty universe., He gave the existential condition explicitly each
time as an independent premise. Each of his operators is a conjunction

of two distinct premises.

A (Ex)(fx. gx). ~ (Ex)(fx. ~ gx)

E - (Ex)(fx. gx). (Ex)(fx. ~ gx)

U (Ex)(fx. gx). (Ex)(fx. ~ gx)
or

A (ab70). (ab=0)

E (ab=0). (ab70)

U (ab70). (ab7D)

Because of the diversity in assumption, theorems true in Aristotelian
logic may be false in Dignagean logic, and vice versa. One of the major
differences is the relation - (Ex)(fx. ~gx) > (Ex)(fx. gx). This is true in
Aristotelian logic, because (x)(fx > gx)= - (Ex)(fx. - gx), and

(x)(fx > gx) > (Ex)(fx. gx).
It is false in Dignagean logic, because (fx.gx) and (fx. - gx) are independent
of each other.

There are two different kinds of information: relative and absolute.

The formula 'a ¢ b' gives the information about the comparison of the
extension of two classes; whether these two classes themselves are empty

or non-empty is a different kind of information.
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A null class is included in any class, and can be included in any other
null class. Therefore the information 'a c b' is not relevant to the
information 'a # 0'. Consequently the formulae (ac b)> (a # 0) and
(x)(fx > gx) o (Ex)(fx. gx) are false in Dignagean logic.

Instead of making a general assumption in the very beginning in order
to cover all cases, Dignaga, like most other Indian logicians, employed
in every individual case an additional premise in order to make the

major premise existential. The following comparison will make this

point clear:

Aristotelian: Dignagean:

Assume that
(Ex) fx. (Ex)gx. (Ex)~Ix. (Ex)-~ gX. No such assumption.

(x)(fx H»gx) = ~ (Ex)(fx. - gx) Df. (X)(fx o gx) = ~ (Ex)(fx~ gx).
(Ex) (fx. gx) Df.

The two systems are identical except that Dignagean system is more
versatile. An old Indian metaphor can be applied here: "'If you want to
cover the entire earth with cow-hide just to protect your own feet, why
not wear a pair of shoes?"

A few logicians, including Uddyotakara, J.N. Keynes and G.H. von
Wright, allow for the possibility of an empty universe. Uddyotakara
and Keynes tried to find out factual realization in order to justify their
claim that an empty universe is possible.

For the sake of convenience, let us re-phrase Uddyotakara's example
in the form of traditional three-membered syllogism:

Major premise: All knowable things are nameable;

Minor premise: All things are knowable;

Conclusion: All things are nameable.

He treated this syllogism like all the other types of the barbara mood.
This one is, in fact, no longer of the form
(x)(fx > gx). (x){(gx > hx) > (x)(fx > hx), but the form
(x)gx . (x)(gx >hx) o>(x)hx, because the word 'all' is not a subject but a
quantifier. His fatal mistake, however, is that the major premise of this
syllogism is not a case for empty universe (0000), but a case for the
type (1000), in which (a=b), (a=0) and (b=0).
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The reason why he chose a wrong example will be explained in the next chapter.

The exafnplé of Keynes is erroneous too:

""No Trinity men are in the first class;

No Trinity men are in any other class than the first;

No non-Trinity men are in the first class;

No non-Trinity men are in any other class than the first." 1

His mistake is too obvious to be pointed out; no wonder he had
abandoned it himself in the third edition of his book.

Despite the failure in establishing an example, the case (0000) is
typologically indispensable; a scheme without it is incomplete, whether
one takes an existential or non-existential line. It is wrong to deny its
typological necessity because it is not realized; it is equally wrong to
assert its factual realizability because it is typologically necessary.

In mathematics it is not infrequent that a system remains uninterpreted
or a limiting case remains undefined. There is no reason why logicians

should not tolerate the empty seat of a limiting case.

A Comparison of Primary Operators

Aristotle @ ~ (Ex)(fx. -~ gx) (ab=0) (-0--)
(Strawson  (€) - (Ex)(fx.gx) (ab=0) (0---)
Table 1) @ (Ex)(fx. gx) (ab#0) ~(1---)
(© (Ex)(fx. -gx) (ab70) (-1--)
Aristotle @ (Ex)(fx. gx). ~ (Ex)(fx. ~gx) (abs0)(ab=0) (10--)
(Strawson  (€) -~ (Ex)(fx.gx). (Ex)(fx. ~gx) (ab=0)(ab70) (01 ---)
Table 2) () (Ex)(fx. gx) (ab70) (1---)
© (Ex)(fx. -gx) (ab70) (-1--)
Gergonne  (c) (Ex)(fx.gx). - (Ex)(fx. - gx).
(Ex)(-fx. gx) (ab#0)(ab=0)(abs0) (101-)
() (Ex)(fx. gx). - (Ex)(fx. - gx). o
~ (Ex)(~ fx. gx) (ab#/0)(ab=0)(ab=0) (100-)
@ - (Ex)(fx. gx). (Ex)(fx. ~ gXx). -
(Ex)(-~ fx. gx) (ab=0)(ab0)(abs0) (011-)
(x) (Ex)(fx.gx). (Ex)(fx. - gx). )
(Ex)(- fx. gx) (ab¥0) (ab70)(aby0) (111-)
@ (Ex)(fx. gx). (Ex)(fx. - gx). . .
- (Ex)(~ fx. gx) (abs#0)(ab#0)(ab=0) (110-)
1. J. N. Keynes: Formal Logic, 2nd edition (1887) p. 145, n. 1.
3rd edition p.191, n. 4.
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Dignaga (A (Ex)(fx.gx). - (Ex)(fx. ~gx) (ab70)(ab=0) (10--)
@ ~ (Ex)(fx. gx). (Ex)(fx. ~gx) (ab=0)(abs0) (01--)
@ (Ex)(fx. gx). (Ex)(fx. ~gx) (ab#0)(abs0) (11--)
Uddyotakara @ (Ex)(fx. gx). - (Ex)(fx. ~gx) (abs0)(ab=0) (10--)
@ ~ (Ex)(fx. gx). (Ex)(fx. ~gx) (ab=0)(abs0) (01--)
@ (Ex)(fx. gx). (Ex)(fx. ~gx) (ab#0)(ab0) (11--)
(v) - (Ex)(fx.gx). ~ (Ex)(fx. - gx)(ab=0)(ab=0) (00--)
A Comparison of Secondary Operators
Aristotle
1111 1111
() 11-- {1110 (o) 11--{1110
1101 1101
1011 1011
(®) 10-1 () 10-1
1001 1001
0111 0111
® o011-{p11g 9) 011-{4110
Gergonne Dignaga Uddyotakara
® 111__{1111 1111 1111
1110 1110 1110
G 101101 © 11--11101 O 11--11101
1100 1100 1100
1011 1011 1011
© 101'[1010 10-- ® 10--]1010
@ 100_[1001 1001 1001
1000 1000
C111 0111 0111
® 0“'[0110 ® 01""{0110 @) o1 -- | 0110
0101
0100
00-- 0011 0011
0010
() 00-- 15001
0000

It is now possible that all the systems, ancient and modern, eastern

and western, can be arrayed in a single spectrum by means of comparing
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them with reference to the extent of information about the four sub-
classes. From the above diagrams we can see that the schemes are
arbitrary and irregular, like various species of animals in a zoo. The
traditional system is the least regular; it may have closer association
with natural language, thus it is somewhat descriptive in nature,

The total number of sub-classes in dyadic relationship is four. The
number of sub-classes specified in primary operators is rather irregular;
it ranges from one to three.

In fact, the 'unspecified' also plays an important role in logic; it
gives the function of flexibility. It could be regarded as a 'third vg.lue',
in addition to the two values 'being empty' and 'being non-empty'. This
is analogous to an interpretation of three-valued propositional logic by
certain logicians in which the value 'undecided' was regarded as the third
truth value in addition to truth and falsity.

The operators indicating dyadic class relationships are now defined
by 'existential tables', which indicate the 'existential values' of four
sub-classes, i.e. 'being non-empty' and 'being empty’; the system is
analogous to E. L. Post's theory of elementary propositions, in which
truth functions of propositions are defined by 'truth tables', which indicate
the 'truth values' of four conjunctions of premises, i.e. 'truth' and
'falsity', There obviously exists an isomorphism between various sys-
tems in logic; a general theory of operators will be given later.

Let us now consider the syllogism. Here the Hetucakra, in accord-

ance with Dignaga's original intention, is not merely a study of various
kinds of propositions, but one of various kinds of major premises of
syllogisms.

If we formulate a syllogism of the barbara mood, there may be the
following steps:

1. To prove that (x)(fx > hx).

2. (x)(fx o gx). (x)(gx > hx) > (x)(fx > hx),
3. (x)(gx > hx).
4, (x)(Ix > gx).

5. Therefore (x)(fx> hx).
There are five "'members’ in ancient Indian system; they are close to,

if not completely identical with, the five steps mentioned above.
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To prove that "Sound is transient"

. It is so because it is produced.

Whatever is produced is transient, such as a pot.
Sound is produced.

. It is therefore transient.

The third member is an 'exemplified major premise', therefore it is
an 'existential major premise'. Digniga suppressed the last two members
and Aristotle suppressed the first two. The difference between the five-
membered syllogism and the three-membered is a matter of formality
and it is not material.

The word 'because’' is the inverse of the word 'therefore'. It can be
called an 'inverse material implication' and can be symbolized by the
sign 'c'. The second step can be symbolized as:

(x)(fx > hx)c (x)(fx 2 gx). (x)(gx O hx).

Here, again, I disagree with Stcherbatsky. He said: ""This seems to
be exactly the syllogism which Aristotle had in view in establishing his
syllogism from example. He refers it to the class of inferences for one
self, notiora quoad nos." (Buddhist Logic, Vol.I, p.298). Whether the

inference is for oneself or for others is not relevant to the problem whether

the major premise is existential or not.

This particular point leads to the solution of the problem of the so-
called 'exemplification', which is the third member of both the 'five-
membered' and the 'three-membered' syllogisms; e.g. '"Whatever is pro-
duced is transcient, such as a pot''. Some authors consider this member
as an example, while some others consider it as the major premise.

Are an example and a major premise the same thing, or two different
things?

If they are equivalent, then the Indian logicians would have committed
the crudest fallacy in logic. In view of the general standard reached in
Dignaga's time, such a fallacy is most unlikely. Morcover, according to
Indian convention, only one example is necessary; a second one would be
considered redundant. Proving by example should nat have restricted the
number of examples 80 strictly.

If these two are not equivalent, why should they be put together as one
single member of syllogism? This can only be explained as follows:
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This member is a major premise with existential import explicitly stated,
it may be called a 'non-empty major premise'. It is in fact a conjunction
of two distinct premises - a universal proposition and an existential
proposition:

-(Ex)(fx. ~gx) . (fa.ga)2 ~ (Ex)(fx.~gx) . (Ex)(fx.gx).

In other words:

An example + A major premise = An exemplified major premise;

An exemplified major premise > An existential major premise.

The two propositions '"All men are mortal' and "All unicorns are
mortal'' are similar in form. The difference between them is that in the
first case there is an implied proposition "There are men', while in the
second case there is no such implied proposition, because "There are
unicorns' is false.

Usually an example plays only a minor role, such as the one in the
following syllogism:

""Socrates is mortal,

Because he is human;

Whatever is human is mortal, such as Tom and Harry".

The importance of its role is not a logical problem but an empirical
one. Its importance varies inversely with the obviousness of non-
emptiness of the class of (gx. hx), or the readiness in finding an example.,

In philosophical investigation, finding an example is not necessarily
easy. Sometimes it is difficult to find an example because it is not
familiar enough, but sometimes it is so because it is too familiar.

People are used to ignore familiar things because they have taken those
things for granted. To make a close analogy, one could not see one's own
eyes. Under such circumstances, example becomes a decisive factor

and therefore plays a major role. The Buddhists had a particularly

trained technique in giving examples.

Interpretation 2 of the Hetucakra

q The second interpretation is, in fact, in accordance with Dignaga's
original intention. All four classes appear in this interpretation, namely:
'h', 'p', 's'and 'v'. The class 'sapaksa' should be defined now in a

way different from the way mentioned previously.



h = z(gz) Df. h=b Df
p = 2(fz) Df or p=a Df
s = z(~fz.hz) Df. s = ac Df
v = z(~hz) Df. v=_C Df

for the syllogism
(x)(fx o gx). (x)(gx ohx) > (x)(fx > hx) or (ac b). (bc ¢)> (ac ¢)

The term 'sapaksa' is so defined because (1) it refers to a class of

things which are 'similar’' to the class of things denoted by the minor
term in its possessing the property denoted by the major term, and (2)
these things are only similar to, but not identical with, the class of things
denoted by the minor term. Therefore the class denoted by the minor

term itself should be excluded from sapaksa.

Concerning the term vipaksa, Dharmakfrti mentioned: "A case which

is ot similar is dissimilar - it can be different from it, contrary to it,

or its absence”. (Nydyabindu, p.104) Since its 'difference’ and

'contrariety’ are included in its 'absence’, the last one gives the proper

definition. We may say: ""Vipaksa is dissimilar to the class denoted by

the minor term in not possessing the property denoted by the major term’’.

For the sake of convenience, let us drop the 'apparent variable' x's
and use U and E to denote the universal and existential quantifiers
respectively, e.g.

U@ > v) = (x)(ex D ¥x)Df.

E(e.v)=(Ex)(¢x. ¥ xX)Df.

There are now three operatores, A, E and U, and four classes, h,
p, sand v. If we take three classes p, s and v to operate against the

class h, there should be nine possible combinations:

1. sadhyavyapaka: (p Ah) = ~-E(f.-g).E(f.g)

2. sadhyavrtti: | (p Eh) = E(f.-~g). -E(f.g)

3. sadhyaikadesavrtti: (p Uh) = E(f. -g). E(f.g)

4. sapakgavyapaka: (sAh) = _E(-f.h..g).E(~-f.h.g)
5. sapaksavrtti: (sEh) = E(-f.h.-g).-E(-f.h.g)
6. sapaksaikadesavrtti: (sUh) = E(-f.h. -g).E(-f.h.g)
7. vipaksavyapaka: (vAh) = -E(-h.-g).E(-h.g)

8. vipaksavrtti: (vEh) = E(-h.-g).-E(-h.g)

9. vipak §a[|zaaeéavrtti: (vUh) = E(-h.-g).E(-h.g)

For the sake of convenience, let us use the numerals from 1 to 9 to
denote the nine operations siddhyavyapaka, sadhyavrtti, etc.




The combinations of these numerals, i.e., 1.4.7, 1.4.8, etc. will
denote various possible types in the Hetucakra.

The formulae 1 to 3 are obviously the minor premises. What are
the formulae 4 to 9?7 Are they the major premises? The answer is
negative. They are not themselves the major premises, but are
impliéd information concerning the extension of various kinds of major
premises.

If we classify the nine formulae into three groups, namely:

1, 2 and 3, which show the relation between the hetu and the paksa,
4, 5 and 6, which show the relation between the hetu and the sapaksa,

7, 8 and 9, which show the relation between the hetu and the vipaksa,

and take one from each group and combine them; then we shall have
33 or twenty-seven possible combinations.

The type 1 means that the minor premise is a universal affirmative
proposition; the type 2, a negative proposition; the type 3, a particular
proposition, |

By the first special rule of the 'first figure' in the traditional logic,
the minor premise must be affirmative; therefore the type 2, which
denotes negative proposition, is excluded. In Indian logic, a particular
conclusion such as the mood 'Darii’' is not desired; therefore the type 3,
which denotes particular proposition, is excluded. -

When the types 2 and 3 are discarded from the list of possible
combinations, the twenty-seven combinations are reduced to nine, namely:
1.4.7, 1.4.8, 1,4,9, 1.5.7,1.5.8, 1.5.9, 1.6.7, 1.6.8, and 1.6. 9.

If we take the conjunction of three factors, we can expand the pro-
ducts into lengthy formulae, e.g.

1.4.7 = sadhyavyapaka -sapakgavyapaka -vipakgavyapaka
=(pAh) . (sAh) . (vAh)
= ~-E(f.~g).E(f.g). ~E(~-f.h.~g).E(-f.h.g). ~E(~-h. ~g). E(~h.g)

In this way we shall have altogether nine such formulae. The process
is cumbersome. Among the six factors not all of them are significant;
we may well eliminate irrelevant factors without effecting the essential
properties of the nine types.

First, the factor sadhyavyapaka or (p A h) is redundant, because it is
common to all nine types; we can therefore eliminate (f. ~g) and (f. g).

i



Secondly, the factors (~f.h. ~g) and (~h. ~g) have no effect on formal
implication. Now we have only two factors left: (~f.h.g) and (-~ h. g).

We may re-write six operations from 4 to 6 as follows:

4, (s Ah) o E(~-f.g.h)
D. (s E h) o~-E(-f.g.h)
6. (s Uh) o E(-f.g.h)

(vAh) > E(g.~h)
"(VEh) >-E(g. ~h)
9, (vUh) 5 E(g.-h)

Let us take the three pairs and put them in the form of row and

column vectors and then take their product, we may obtain a matrix as
follows:

R
5 [7 8 9]
6
(s A h)
={(sEh)| . [vAh) (vEh) (vUh)]
(s U h)
l_ E(-f.g.h)
>|-E(-f.g.h)| . [E(g.-h) -E(g.-h) E(g.-h)]
i E(-f.g.h)

E(-f g h).E(g. ~h) E(-f.g.h). -E(g.-h) E(-f.g.h).E(g. -h)
-| -E(-f.g.h).E(g.~h) -E(-f.g.h).-E(g. -h) -E(-f.g.h).E(g. - h)
E(-f.g.h). E(g, - h) E(-f.g.h). ~-E(g. -h) E(-f.g.h).E(g. -h)

In the above matrix of nine types, there are only four types which are

distinct from one another:

E(-f.g.h). E(g. ~h)

E(-f.g.h). -E(g. -h)
-E(-f.g.h). E(g. -~ h)
-E(-f.g.h). ~E(g. - h)

The above can be further reduced to the following:

E(g.h). E(g. - h)

E(g.h.). -E@.-h)
-E(-f.g.h).E(g. - h)
-E(-f.g.h). -E(g. - h)

oow>

UOm>
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They are corresponding to the following types respectively:

A. 4.7, 4.9, 6.7, 6.9,
B. 4.8, 6.8, '

C. 5.7, 5.9,

D. 5.8

Let us discuss the four groups in detail.

A. The four types 4.7, 4.9, 6.7 and 6.9 contain two factors in
common: E(g.h) and E(g. -~ h).

E(g.h) > ~U(g>~h);

E(g. ~h) > ~U(g> h).

The conjunction U(f >g). ~U(g D h). ~-U(g > ~h) yields nothing, therefore
these four types are 'inconclusive'. In this group the class g is 'too
broad', as described by Digniga.

B. The two types 4.8 and 6. 8 contain two factors in common:
E(g.h) and ~E(g. ~ h).

E(g.h). ~E(g. ~h) = U(g oh);

U(f og). U(g> h)> U(f > h).

These types are the so-called 'Barbara mood’; they are valid for a

universal affirmative conclusion.

The difference between 4.8 and 6. 8 is as following:

In type 4.8, there is a factor -E(-f.-g.h).

Since -E(f.~g)> ~E( f.-~g.h);

~E(f. -g.h). ~E(~f.~g.h) = ~E(~g.h);

-E(g.~h). ~E(-g.h) = U(g= h);

U(f>¢g).U{(g=h)D>U({ >h).

This is a special case of the Barbara mood.

C. The two types 5.7 and 5. 9 contain two factors in common:
~-E(~-f.g.h) and E(g. ~h).

Whether (f.g. h) is empty is unknown, therefore:

(E(f.g.h) v ~E(f.g.h)) . (~E(-f.g.h).E(g.~h); or,

(E(g.h). E(g. -h)) v (-E(g. h). E(g. - h)); or,

(-U(go> h). ~-U(g> ~-h)) v U(g > ~h).

The last formula shows that if (f.g.h) is non-empty, the syllogism
would be inconclusive like the type A; if it is empty, the conclusion would
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be U(f> ~h), which is 'contrary' to the original thesis to be proved
U(f o h), and the syllogism would be in the form of the so-called 'Celarent’
mood.
Whether (f.g. h) is empty is unknown, the conclusion may well be,
but not necessarily, 'contrary’'. Since the common factor E(g. ~ h)
implies ~U(g o h), the syllogism is called 'contradictory’.

Two points should be clarified at this stage.

(1) The aim of establishing a syllogism in Dignaga's time was to
prove a thesis favourable to one's own doctrine in a debate. Since both
disputing parties were committed to their own doctrines, the motive
could hardly be objective. Therefore a syllogism involved not only the
problem of validity, but also that of desirability. The situation is
analogous to the debate in a modern court of law. A defence counsel is
not supposed to give a reason, however objective and tenable it may be,
which can lead to the conclusion that his client is guilty. This involves

not only the question whether the reason is tenable, but also the question
of who should raise it.

(2) Whether a syllogism is 'valid' or 'contradictory’ is not identical
with whether its conclusion is an affirmative or a negative proposition.
The former is a matter of whether the conclusion confirms or negates
the thesis, while the latter is a matter of linguistic form of proposition.
In order to avoid confusion, all theses should be phrased in the form of
affirmative propositions; e.g. we should say '""Sound is impermanent"
instead of ''Sound is not permanent".

D. The type 5.8 contains factors -E(-f.g.h) and -E(g. -h). If we
consider the major premise alone, (f.g.h) is unknown, therefore:
(E(f.g.h) v ~E(f.g.h)) . (-E(-f.g.h). -E(g. -h);

((E(g.h). ~-E(g. -h)) v (-E(g.h). -E(g. -h));
((E(g.h). -E(g. -h)) v -E(g);
U(g o h) v U(-g).

The above yields either a universal affirmative conclusion, or a

universal negative conclusion; it is, after all, inconclusive. The class g

may be null, or at most equivalent to the class f; it is therefore called
by Digniga "too narrow'.



If we consider both the minor and the major premises, there is
the factor E(f. g) in the minor premise, which shows that the class of g
is non-empty. The syllogism becomes a special case of the Barbara
mood: |

U(f=g). U(g oh) > U(f>h).

So far in the consideration of validity of nine types of syllogisms we
have chosen two factors (~f.g.h) and (g. ~h) from six factors. These
two are essential for the condition of formal implication or class inclu-

sion, which was called 'vyapti' by ancient Indian logicians. This term

denotes not only formal implication but also material implication, which
will be explained later, ‘

The two factors can be symbolized in our simplified notation by (xx--),
The same two factors had been chosen by Dignaga, and constituted the
second and the third clauses of his celebrated law of the Trairdpya.

What is the point of establishing the concept of sapaksa? Let us first
compare the following syllogisms:

1, All men are animals;

All animals are mortal;
Therefore all men are mortal.

2. All men are featherless bipeds;
All featherless bipeds are mortal;
Therefore all men are mortal.

3. All men are 'tripeds’;
All tripeds are mortal;
Therefore all men are mortal.

There are two possible interpretations for the first syllogism:

(a) All men are animals;
All animals, including men, are mortal;
Therefore all men are mortal.

(b) All men are animals;

All animals, excluding men, are mortal;
Therefore all men are mortal.

An old criticism, repeated by J.S. Mill, charged the Aristotelian
syllogistic with being faulty on account of petitio principii. Such criti-
cism obviously applies to interpretation (a).

Interpretation (b) is wrong too. The major premise becomes 'Some
animals are mortal' and the syllogism is no longer AAA; there can be no

inference from the two premises.
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Dignaga managed to avoid the difficulty of both interpretations (a) and
(b) by splitting the major premise '""All animals are mortal" into two
premises:

(i) There is no animal which is not mortal. (in so far as the opponent

fails to provide with a counter-example)

(ii) There are non-human animals which are mortal. (therefore there
are animals which are mortal)

The example is imaginary and not his own. The significance of the
second premise is not particularly obvious in this case. It will become
obvious in the next syllogism.

Many logicians, including Digniga's critic Uddyotakara and several
best interpretors of Digniagean logic, made the mistake in considering
Dignaga's major premise 'exclusive';in other words, his major premise
belongs to the type (b). This view is originated by the fact that his
sapaksa excludes the class of the minor term.

(achb).(abcec)d(ace), or
(x)(fx o gx). (x)(~fx.gx >ohx) > (X){fx > hx).

The above certainly has avoided the fallacy of petitio principii, yet it

has committed a mistake far greater; it is a completely wrong formula.
This is a dreadful misunderstanding of Dignagean system, and it has
turned its merits into defects.

The ingenuity in Dignagean system lies in the fact that his sapaksa is

confined to the second clause of the Trairupya, and has nothing to do with
the third clause.

Sapaksa: s = 2(-fz. hz) Df.
Vipaksa: v =2(~hz) Df.
2nd clause: (Ex)((- fx. hx). (gx))
or (Ex)(- fx. gx. hx)
or (Ex)(gx. hx) because (Ex)(-{x.gx. hx) > (Ex)(gx. hx)
3rd clause: - (Ex)((- hx). (gx))
or - (Ex)(gx. - hx)

The conjunction of the two clauses: (Ex)(gx.hx). - (Ex)(gx. - hx)

The factor (- fx) automatically disappears in the second clause, and it
has never appeared in the third clause, The conjunction of the two gives
the condition for non-empty formal implication (x)(gx > hx) or non-empty

class inclusion: (bc c¢). In other words, the exclusion of the class of the
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minor term from sapaksa does not imply the exclusion of the class of -

-——_+

the minor term from the class of the middle term. That is to say, though

the class of sapaksa excludes the class of the minor term; yet the minor,

middle and major terms of Dignagean system are not different from those
of Aristotelian system in extension,
There are two possible interpretations for the second syllogism:

(a) All men are featherless bipeds;
All featherless bipeds, including men, are mortal;
Therefore all men are mortal.

(b) All men are featherless bipeds;

All featherless bipeds, excluding men, are mortal;
Therefore all men are mortal.

The interpretation (a) has the same difficulty as that of the last syllo-
gism. The major premise of the interpretation (b) becomes 'No non-
human featherless bipeds is mortal', because there is no 'non-human
featherless biped'. It becomes an 'E' proposition and the syllogism is
no longer AAA.

The fault of the second syllogism becomes obvious according to
Dignaga's way:

(i) There is no featherless biped which is not mortal.

(ii) There are non-human featherless bipeds which are mortal,

The premise (i) can be true, but the premise (ii) is obviously false,
because there is no non-human featherless biped.

Syllogism 2 can be considered as valid in traditional logic, but not
valid in Dignagean logic. The next syllogism can make the position
clearer.

The major premise of the third syllogism can be split into two:

(i) There is no triped which is not mortal.

(ii) There are non-human tripeds which are mortal.

The premise (i) is still true in Dignigean logic, although it sounds
somewhat misleading. The premise (ii) is false.

Apart from the difference that the minor premise of syllogism 2 is true
and that of syllogism 3 is false, the premise (ii) of them are both false,
and one cannot say that one is 'more false' than the other.

Dignaga's not being able to distinguish syllogisms 2 and 3 seems to

be a defect of his system; it is in fact its merit. If we have already known
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the difference between '"Nothing else has such a property' and ""Nothing

has such a property'’, we would also have known whether the thing in
question has or has not such a property, this is precisely the factor
which is to be proved by the syllogism.

This is a limiting case of J. S. Mill's objection to Aristotelian system
regarding its defect in petitio principii.

I mentioned that certain logicians, including Dignaga's critic
Uddyotakara, wrongly considered Dignaga's major premise 'exclusive'.
Even some best interpretors of Dignagean logic made such a mistake.
Since their interpretation is explicit and their mistake is obvious, it is
not necessary to quote their words or even mention their names. It is,
however, interesting to see how Uddyotakara made his mistake.

Uddyotakara's misunderstanding of this point is revealed in his example
of the case (0000). This is a limiting case, giving an example is like
creating a perpetual machine, an absolut zero in temperature, a perfect
black body, or evaluating the fraction 1/0. His method of working out
the unworkable is as follows:

'""All things are nameable, because all things are knowable. "

No matter what the middle terms is, when it excludes the class of 'all
things', which happens to be the minor term in this case, its class become
empty. By the manipulating of excluding the class of the minor term from
that of the middle term, he gave an artificial example for the empty
universe.

In this single example, he has committed several different mistakes.
The mistake relevant to the present topic is that he excluded the class of

the minor term not only from sapaksa, but also from the class of the
middle term.

The Trairdpya
Almost all books on Indian logic have mentioned something about the
Trairupya, as a result the information about it in English language alone
is surprisingly rich. Consequently I shall not repeat its original wording

in this work; readers who are not familiar with it are advised to refer to

any book on Indian logic, e.g. Buddhist Logic Vol. I, pp.242-5, before
reading this chapter.

The first clause of the Trairipya concerns the minor premise; it was

formulated by Dignaga somewhat implicitly. The second and the tm;t.gxlx




concern the major premise, and they were formulated more explicitly.
As a matter of fact, the last two have puzzled more people than the first.
Th. Stcherbatsky was one among many scholars who have mis-

interpreted the two clauses. His explication of the Trairdpya is both

indefinite and misleading; his wording 'just', 'only', 'necessary' and

'in their totality' (p. 244, Buddhist Logic) are merely literally emphatic

but vague in meaning.

Dignaga was not the only one who formulated the three clauses;
logicians both before and after him had formulated three clauses vaguely
similar but not equivalent to his. Professor Karl Potter has stated three
stages in detail and raised the important question which stage Digriaga
was :at.,1 I hope I may give my tentative answer as follows:

The three stages may be formulated as follows:

Predicate Class Simplified

Stage Clause calculus  logic notation
I: Pre-Dignagean 2 E(-f.g.h) abc/0 .
3  E(-g.-h) DBE+0 '
II: Dignigean 2 E(-f.g.h) abc/0 .4 ,
3 ~E(g. -h) bc =0

III: Post-Dignagean 2 ~E(g. ~h) bé = 0
3 - E(g. - h) bc = 0

In some Indian works on logic both positive and negative examples

(-0--)

L

appear in syllogisms, while in some other works the negative examples
do not appear. Whether a negative example should necessarily be present,
or could be optional, or should never be present at all, was a matter in
dispute. It happens that in two types of valid syllogism (1011) and (1001),
the last figure indicates E(~g. ~h). This does not mean, however, that
E(-g. ~ h) should be a necessary condition for formal implication. At
least we can say that it is peripheral to such a condition, if we do not
discard it as completely irrelevant.

The mistake in the Stage I lies, therefore, in that the negation was put

in a wrong place. Instead of the existence of something non-g without the

1. In his comments on my paper "Buddhist Logic and its Consequences"
presented at the Joint Meeting of American Philosophical Association and
Association for Symbolic Logic on 4-6 May, 1967 in Chicago.

x1



property h, the condition should be the non-existence of something g
without the property h. This can be clearly expressed in symbols:
incorrect: - E(~g.-h) bec # 0

correct: ~E( g.~h) be =0

Until Dignaga, the concepts of sapaksa, vipaksa, positive example,

negative example and counter-example had not been well distinguished.
This is the reason why in Stage I the third clause was wrongly formula-

ted. The five concepts are completely distinct from one another; in

particular, a negative example is not vipaksa, and the presence of a

negative example is not equivalent to the absence of a counter-example.

sapaksa: s = z(~fz.hz) Df.
vipaksa: v=2z(-hz) - Di.
positive example: (~fa.ga. ha) > (Ex)(~fx.gx. hx)> (Ex)(gx. hx)

negative example: (~ga. - ha)> (Ex)(~gx. ~ hx)
counter-example: (ga. ~ha)> (Ex)(gx. ~hx)> ~ (x)(gx > hx)

The distinction becomes crystal clear when symbols are used; it is
therefore perfectly understandable that ancient logicians could make
mistake easily because they did not possess the same kind of tool which
we possess today. What was regarded as profound subtlety in ancient
times becomes plain talk now, and conversely, today's high school
mathematics could become equally 'mysterious’ if it were written in
ancient non-symbolic language.

When all three stages are analyzed, we may conclude that the clause
3 of Stage I is superfluous, and Stage IIl is inadequate. This becomes a
matter of correctness, and no longer a matter of opinion. This can
answer the question why Dignaga, and not anybody else, was credited
with the formulation of the Trairupya, although some pre-Digniagean

W

logicians had done something vaguely similar.

There exists a difficult problem in the third clause. The presence of
a counter-example can be symbolized by

(ga. ~ha) > (Ex)(gx. - hx) 2 - (x){(gx 2 hx).

It says that (ga. - ha) implies (Ex)(gx. - hx). But what would imply the
absence of a counter -example, i.e. ~(Ex)(gx. - hx)?

We can find nothing which plays such a role. |

Logical inference has its obvious limitations; expecting too much is a

cause of fallacies. One can prove that a class is non-empty in order to
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satisfy the second condition of the Trairipya by providing with a concrete
positive example, but how can one prove that a class is empty in order to
satisfy the third condition by showing the absence of a counter example?

'Being non empty' and 'being empty' are not symmetric; the former
is provable while the latter is not. If this is the case, no syllogism can
strictly prove anything. In actual practice, however, some result has to
be achieved. If it is not conclusive once and for all, it should be con-
clusive either up to the present moment, or for the duration of a debate.

The final result of a debate can be determined by the presence or
absence of a single counter-example, (ga. ~ha) 5 (Ex)(gx. ~hx). The
failure in producing a counter-example by the opponent does not en‘tail
that a counter-example does not exist. It is sufficient, however, to put
the debate to an end, in which the disputant has defeated the opponent.
It is not a proof in its strict sense; it can only convince a third party that
a counter-example cannot be produced by the party to whom the presence
of it is desirable, despite whether such an example does or does not exist
by itself. The position of the disputant is in fact strengthened by the
weakening of the position of the opponent, who plays a positive role in
coicluding the debate.

If the function of a syllogism is so much limited, would it be too weak
to prove the truth of any proposition at all? -

The above seems to be invalidating the function of logical reasoning as
a whole. If we examine the entire history of human thought, which pro-
position has been universally 'proved’' to be true, once and for all?

x1ii



DIGNAGA AND THE DEVELOPMENT OF INDIAN LOGIC

I have nothing but admiration for Professor Chi's interesting com-
parative study of Indian and modern Western systems of logic, and I
do not have any points to make in disagreement with what he has said.

I do feel, though, that some of the references he makes to Indian logic
require more understanding of the history of indian thought than many of
those here may command, Within the brief span of time allotted me I
shall try to clarify certain aspects of Indian logic whose proper under-
standing is necessary if we are to appreciate Dignaga's contribution.,

In particular, I wish to pose two questions: (1) why do historians of
Indian logic credit Dignaga with '"discovering pervasion (vyapti)', and
(2) was it a salutary thing for Buddhism that he did so?

A stock Indian inference is the following: ''that mountain possesses
fire, because it possesses smoke; like kitchen and unlike lake." As
Dr. Chi suggests, we may interpret the terms of arguments such as this
as ranging over classes. Thus there are five classes to be distinguished

in the above inference: (1) the unit class that mountain, which is the

paksa (abbreviated p); (2) the class of fire-possessing things, which is

the sadhya (s); (3) the class of smoke-possessing things, which is the
hetu (h); (4) the class of kitchens, which is the sapakga (a); and (5) the
class of lakes, which is the vipakga (v).

Using these abbreviations in the fashion Dr. Chi indicates, and assum-

ing that p, s and h are not empty classes (which was Dignaga's assumption),

we may characterize the conclusion which a person offering an inference

wants to prove as ps=0.

In order to make the readers clear about the points which
Professor Karl H. Potter has made, and to let them be familiar
with background information, | have asked his permission to
reproduce his paper, and he has very kindly given his consent,
for which | am deeply grateful. The paper quoted here is from
his first draft; its final version is expected to be included in his
forthcoming book on Indian Philosophy.

The paper was read at the Joint Meeting of American
Philosophical Association and the Association for Symbolic
Logic held at Chicago on 4-6 May, 1967.
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Next, let us consider the trairtpya or threefold mark, which Dr. Chi
says has puzzled so many famous scholars. This formula of the three-
fold mark surely goes back well before Dignaga, although it is frequently
associated with his name.

The reason for this association, as we shall see, is that Dignaga
has reinterpreted the formula. The three rules which constitute this

"threefold mark' are as follows:

(1) the pak_sa must fall completely within the hetu;

(2) the sapakga must occur partially or completely within the hetu;
(3) the vipaksa must occur completely outside of the hetu.

Unfortunately, this formulation is not at all unambiguous, and the history
of the development of the notion of pervasion is a history of the successive
reconstruing of the second and third rules in the above formula. I shall
consider three stages of this history.

Stage One. Everything here hinges on how the terms '"'sapaksa' and

"vipaksa' are interpreted in the second and third rules, and symbolism

helps in exposing the subtleties. As Vidyabhusana asserts, ''an example
before the time of Dignaga served as a mere familiar case which was
cited to help the understanding of the listener'" (S.C. Vidyabhusana,
Indian Logic in the Medieval School, p.95). In this earliest stage rule (2)
was taken to mean that the sapaksa constituted some class or other all

of whose members share the property designated by the sadhya - call it
the s-property - and the rule then stated that at least one of the members
of that class also possesses smoke. That is, the rule required that

ash 7 0. Rule (3), likewise, was construed to mean that the vipaksa

consists of some class or other whose members all share the property of
not possessing fire, and that none of those members have the property

of possessing smoke. Thus rule (3) may be formulated, at this stage,

as vsh # 0. Rule (1) is relatively unambiguous; it states that ph=0.

I especially call your attention to the definitions of the classes a and v
as understood in this stage, as well as to two features about an inference
as conceived of here. The {first feature is this: that satisfaction of the
three rules conjointly does not suffice to entail the conclusion. The

situation is rather that one giving an argument {8 conceived to be citing
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examples in order to suggest that plausibility of his hypothesis; we are
taken to be in a discussion duri:ngf which one side claims something to
be the case and in order to illustrate what he means, as well as to show
that his claim is not altogether unreasonable, he provides examples.
The second feature to note is this: rules (2) and (3) are independent of
each other. It is possible to satisfy one without satisfying the other.
Stage Two. In this stage the understanding of rule (3) undergoes a
distinct transformation, while the other two rules remain interpreted
as before. In Stage One the vipaksa was taken to be some particular
class (e.g., the class of lakés)._ bn the understanding of this second
stage, the vipaksa is to be construed as the class of all things which lack
the s -propérty - in our stock inference, it will be the class of all fireless
things. Rule (3) now is taken to state that hs=0, that is, that the hetu
* class is completely within the sadhya.

This is a radical change, for it is now the case, where it was not
before, that if all three rules are satisfied the conclusion is entailed.
One may see this by consulting the diagram for Stage Two in the handout.
(This diagram, though odd, may be accepted on the assumption that our
paksa is properly qualified, which is to say that it falls outside the

sapakqa.) It will be seen from the diagram that the paksa falls com-

pletely within the sadhya, and that was the conclusion which was to be

proved. However, the stock example, lakes, will no longer serve.

For lakes is not the class of everything which lacks the s-property

fieriness. In Stage Two, then, interest has swung from the giving of
evidence suggestive of lawfulness to the actual assertion of lawful
connection between smokiness and fieriness. This lawful connection
is technically known as "pervasion" (vyapti).

At this stage, while the sépaks_a still serves as positive evidence

of concomitance between h and s, the vipaksa is no longer an example

but rather the complement of s itself. Rules (2) and (3) on this read-
ing have completely different roles: whereas rule (2) involves giving
evidence for concomitance by citing a particular instance instantiating
both properties, rule (3) requires assent to a universal proposition '"all
h things are s things' (e.g., "all smoky things are fiery things'') but

does not require the production of specific evidence.
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The two rules are still strictly speaking independent. One can find
an instance satisfying rule (2) without feeling able to assert pervasion of
h by s, and likewise one might feel inclined to assert pervasion without
being able to come up with an actual instance of a thing which shared the
two properties. It is evident, though, that Stage Two is a halfway house,
since if one sincerely believes that rule (3) is satisfied, that pervasion
does indeed hold, then he will have no doubt that an instance of con-
comitance can be found, even though he may not be imaginative to come
up with one immediately upon request, Thus we are led to the third
stage.

Stage Three. Here rules (1) and (3) are understood as in Stage Two;
the change is in rule (2). In fact, in this stage rdles (2) and (3) come to
the same thing. For the sapaksa is now construed as consisting of the
class of all things which have the sadhya-property except the paksa itself.
Rule (2) now says that the members of h, smoky things, must occur only
in the sapaksa, which means now the class of fiery things. Thus Rule
(2) must be stated thus: hs=0, which was precisely the way we found
Rule (3) to read as well,

At this stage not only are rules (2) and (3) equivalent, but it follows
that one of them is unnecessary. Rule (1) together with either one or the
other of the other two rules is sufficient to entail the conclusion. The
gsituation is as in the Diagram in the handout at the bottom, which is

recognizable as the Venn diagram for BARBARA together with the
assumed existence of a paksa.

The three stages I have identified can, I think, be associated with
actual philosophers. The first stage antedates Dignaga; it was the view
of the authors of the original expositions of the doctrines of the Nyaya
school of Hindu thought. Just who was responsible for the second stage
is not entirely clear. (Vidyabhusana seems to have thought that it came
in with Asanga.) In any case it is likely that it was Dignaga's position,
though this is extremely hard to ascertain, mainly because of the
difficulty of maintaining the position of the second stage without perforce
moving on to the third stage. The third stage is explicitly and un-
mistakably formulated by Dharmakirti in his Nyayabindu; Stcherbatsky's
puzzlement over the trairupya stemmed from his difficulty in explaining
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adequately why Dharmakirti should promulgate a threefold mark in
which one of the three rules is redundant and unnecessary.

It is worth commenting that examination of Dignaga's Hetucakra does
not suffice to decide which stége Dignaga was at. It is likely that he had
left the first stage, since he implies (though he does not actually assert)
that all fallacies of inference can be somehow linked with the nine cases
of the "wheel". But it is quite unclear whether he occupies the second
or third stage, if we confine ourselves to what can be gleaned from this
text alone.

Whoever discovered pervasion, whether Dignaga or someone else,
was it a good thing that he did so? Most scholars of Indian logic have
said that it was. They regularly praise Digniga for making a remark-
able breakthrough to a deductive, syllogistic logic. They apparently
assume that recognition of the BARBARA -like relations in argument
meant that Dignaga was somehow now on the right track. But the right
trackto what? Remember that the Buddhists were atomists in ontology,
associationists in psychology, empiricists in methodology. In the
history of Western philosophy concentration on deduction and the cele-
bration of the syllogism as the paradigm of reasoning tended to spawn
absolutism in ontology, innate ideas in psychology, rationalism in
methodology. What happened in Buddhism as a result of its discovery
of deductive logic was, I believe, a schizoid tendency which led to
Dignaga's school's accepting the mysticism of the Madhyamika. The
realm of universals, where deduction holds sway, is unreal for these
Buddhist logicians; the world of particular things, beyond the scope of
reasoning considered as essentially deductive and general, though
admittedly real became uninvestigatable. It was rather the Nyaya
logicians, who held on to the inductive method characteristic of the
earliest of our three stages, who maintained an interest in nature and
suppose it possible for human beings to study nature's ways successfully.
In the West as well, scientific progress was impeded by the ancients'
passion for formal logic, and only spurted ahead when the value of pro-
viding concrete evidence for one's claims was clearly recognized and
accepted. In the light of these historical tendencies perhaps we should
rather admire the Naiyayika, who despite the seductive attractions of
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the syllogism persisted in requiring the provision of concrete examples
as at least making initially credible a person's claim that a proposition
embodied a law of nature.

Karl M. Potter
University of Minnesota

p = paksa, e.g., that mountain To prove: ps=0
s = sadhya, e.g., fiery things

h = hetu, e.g., smoky things Assume: p # 0
a = sapaksa, e.g., kitchens s#0
v = vipaksa, e.g., lakes h#0

trairupya or threefold mark:
Rule (1): p must fall completely with h;
Rule (2): a must overlap h;
Rule (3): v must exclude h.

Stage One:
Definitions:
a = df. some class such that all its members have the
s-property (e.g., fieriness)
v = df. some class such that all its members lack the
s-property.

Interpretation of Rules:
(1): ph=0;
(2): ash#£0;
(3): vsh#0.

Stage Two:

Definitions:
a's definition as in Stage One, a
v = df. s.

Interpretation of Rules:
(1) ph=0;
(2) ash#0;
(3) hs=0, (=vyapti)

Stage Three:

Definitions:
a = df. sp.
v = df. 8.

Interpretation of Rules:
(1) ph=0;

(2) hs=0; (=vyapti)
(3) hs=0.
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INTRODUCTION 1866 - 67
(ii) A GENERAL THEORY OF OPERATORS

1. Dyadic Operators of Order Two

Consider a set £ of three sets A, U and V of two elements each:
= {A, U, V!
= {a1, 2y}
= {u1, uz]
= {vp V2 }
where AFUand AF#V; U=VorU+V.
Take the product of A and U:
AXU-= {(al, ul), (a1, ug), (ag, uy), (az, u2)}
Specify a partition » y of the product set A X U such that every subset
contains in -théir ordered pairs one element of A and both elements of U:
™1 =,{{(a1, uy), (ay, uz)}, {(az, uy), (ag, Ug)}}
For the sake of simplicity, use capital letters B and C to denote the

two subsets, and use lower case letters b and c to denote the ordered

< C P> N

pairs. Choose the subscripts for b and ¢ in such a way that the corres-
ponding subscripts of u are preserved in them.
B = {bl’ b2}; where bl = (al, u1) and by = (a1, u9);
C-= {cl, cz}; where ¢y = (ag, up) and c9 = (ag, u2).

Take the product of the two subsets B and C:
BXC-= {(bl, cy), (by, c9), (bg, c1), (bg, 02_)}

Use the capital letter D to denote the product set and use the lower
case letter d to denote the drdered pairs:
D = {d;, dg, dj, d4}; where
dy = (by, cq), dg = (by, c9), d3 = (bg, c¢1), dg = (bg, C9).

Repeat the process of product-partition-product. First, take the
product of D and V:
DX V={(dy, v{), (dy, vy), (dg, vq), (dg, vg),

(d3, v1), (d3, vg), (dg4, vq), (d4, v2)}

Specify a partition » 9 of the product set D X V such that every subset

contains in their ordered pairs one element of D and both elements of V.
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In this case there are four such subsets:

g ={ {(dy, vp), (), vo)}, {(dg, vp), (dg, Vo)),
{(d3’ vy), (d3, VZ)}’ {(d4’ v1), (d4, vz)}}

Use capital letters E, F, G and H to denote respectively the four
subsets, and use lower case letters e, f, g and h to denote the corres-
ponding ordered pairs. Choose the subscripts of e, f, g and h in such a
way that the corresponding subscrips of v are preserved in them,

E = {el, ez}; where e = (dy, vq), eg = (dy, v9);
F = {fl, fo }; where fl = (dz., VI)’ f2 = (do, Vo) ;
G = {g1, 82}; Where gy = (d3, v1), g2 = (d3, Vv2);
H = {hl, hz}-; where hy = (dg4, vi), hg = (dg4, va).
Take the.product of the subsets E, ¥, G and H:
EXFXGXH
= {'(el, f1, g1, hy), (ey, f1, €1, ho), (eq, i, g9, hy), (eq, fy, g2, h9),

(ey, Ty, 81, hy1), (ey, f3, €y, hy), (e, 13, g2, hy), (e, 3, g2, ho),

(e9, f1, 81, hy), (eg, fy, g1, hy), (eg, f1, g9, hy), (ey, f1, g2, hy),

(eq, 9, €1, hy), (eg, fg, €y, hg), (g, {9, &g, y), (eg, f3, g9, ho)lL

Since the quadruplets are ordered, the letters e, f, g and h may be
omitted. The quadruplets can be represented by the subscripts alone,
which have been so chosen that they correspond to those of the v's: Let
P be the product set E X F X G X H, “
P=1{(1,1,1,1), (1,1,1,2), (1,1,2,1), (1,1,2,2),

(1,2,1,1), (1,2,1,2), (1,2,2,1),
(-2’1’1’1)’ (2!131’2)! (2’1!2’ 1)!'
(2,2,1,1), (2,2,1,2), (2,2,2,1),

(1,2,2,2),
2,1,2,2),
(2,2,2,2)}.

2. Operators in General
Consider a set £ of three sets A, Uand V of i, j and k elements
respectively:
t ={A, U, Vi,
A = {ay, a5, ... 3}
U = {ul, Ug, ... uj]
Vo= {v1s Vg, e Vi
where AFUand A#V;, U=VorU#YV.
Teke the product of A and U,
AXU-= { (ay, uy), (ag, uz), ... (aj, uj)}
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Specify a partition =, of the product set A X U such that every subset
contains in their ordered pairs one element of A and all elements of U:

"1={{(ali '111), (a]_, u-z), ¢ (a]_’ u])}

{ (ai: u]_)’ (ai’ uz)a IR (ai, u]) }}
In the partition there are i subsets of j ordered pairs each.
Take the product of the i subsets. Let Ay, Ay, .... A; denote these
subsets, and let D denote their product set:
D=A1XA2X.....X_Ai |
It is obvious that the product set D will contain j! n-tuplets:
D= {d, dg, ... dji}.
Repeat the process of product-partition-product. First, take the
product of D and V:
DXV-= { (dl’ Vl)., (dl’ Vz), con (d]]" Vk) }
Specify a partition r o of the product set D X V such that every subset
contains in its ordered pairs one element of D and all elements of V:
n 2 ={{(d1’ Vl)s (dls Vz)a ¢ o e (dla Vk)}a
{(dJI’ vl)y (djl’ Vz): ¢ e (dlla vk) }}
In this partition there are jl subsets of k ordered pairs each.
Then take the product of the j! subsets. Let Dy, D,, ... Dji denote
these subsets, and let P denote their product set:
P=Dy XDy X ... XD.l.

] .
It is obvious that the product set P will contain kj‘ n-tuplets:

P={p1, p2: s oo pkji}'

3. The General Interpretation

Let the sets ¢, A, U, V and P mentioned above be called 'system’,
'argument’', 'primary value', 'secondary value' and 'operation' respect-
ively.
THEOREM: For a system of i arguments, ) primary values and
k secondary values, it is possible to find kji operations such that no two
of them are equivalent and such that every other operation in the same
gsystem of { arguments, j primary values and k secondary values is

equivalent to one of them.
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The above is a generalization of a theorem by E.L. Post. (E.L. Post:
Introduction to a General Theory of Elementary Propositions.
American Journal of Mathematics 43 (1921), p172).

4. Particular ways of Interpretation

The above mentioned system can be interpreted differently in various
branches of logic and mathematics. It is hard to tell exhaustively how
many possible ways of interpretation there can be, but it can be inter-
preted at least in the following topics:

a. truth functicns of propositional logic,

b. quantificational logic,

c. class logic,

d. the logic of relations.

In each branch of logic, there are two types of interpretation: atomic
and molecular. Such a distinction is particularly obvious in class logic.

a. The atomic interpretation: e.g. aub '""The sum of class a
and class b'' is not a proposition.

b. The molecular interpretation: e.g. ac b 'The class a is
included in the class b'" is a proposition.

The molecular interpretation of au b, and the atomic interpretation
of ac b are complicated and rarely used, although they do exist. In most

cases, only one of the two interpretations are practically used. -

5. Two-valued truth functions of order two

Consider a commonest example of the dyadic truth functions in
propositional logic, where

Arguments = propositions;

Primary values = supposed truth values of individual propositions;

Secondary values = resultant truth values of aggregates of propositions.

A={p, a}
U=t 1]
v={t, t}

Take the product of A and U:
AXU={(pt), (p,1), (3t), (q,1]
Specify a partition », of the product set A X U in the following way:
={{en, @0}, {@b, @0}]
Let B and C denote the two subsets:

B={(pt), (p0H}; C={@at), @]
L



Take the product of the subsets B and C:

BX C = {((p,1), (,t)), ((p,1),(q,£)), ((p,1),(q,t)), ((p,f),(q,1)}
Let D denote the product set:

D=BXC.

Repeat the process of product-partition-product. First, take the
product of D and V:

DX V=1{(mt), (@t), t), ((p,t), (a,t), 9,
(((p,t), (q,0)), t), ((p,t), (q,1)), ),
(((p, 1), (q,t)), t), (((p,f), (q,t)), ),
(@, 1), (q,1), t), (((0,1), (q,9), )}.
Specify a partition, and let E, ¥, G and H be the subsets of that
partition:
E = {(((p,t), (q,t)), t), (((p,1), (q,1)), D)};
F={(pt), (@), t), (1), (@1), H};
G = {(((p,1), (q,1), 1), (((p,9), (q,1), 1)

H={((p,1), (g,0), t), ((p,1), (a,1), 1]
Take the product of the subsets E, F, G and H:

EXFXGXH
= {((p, 1), (@, t), 1), (((p, 1), (a,D)),1), (((p,D), (@, 1), 1), (((p.D), (@, D), 1)),

y

Mo, il

Let P denote the product set:
P=EXFXGX H.

Since all the pairs are ordered, the extremely lengthy formula can be
reduced to a matrix as following:
P={(tt,t,t), @ttt 1), (t¢t1ft), ¢tf11),
(t,f,t,t), (t,f,t,f), (t,f,£,¢t), (t,f,1,f),
(f,t,t,t), (£, t,t,f), (f,t,£f,¢t), (f,¢t,f,f)
(f, f,t,t), (f,f,t,1), (f,£,1,t), ({110}
The above corresponds to the systems of Lukasiewicz and Carnap as

follows:

P = { Vpq Apq Bpq Ipq
Cpq Hpq Epq Kpq
Dpq Jpa Gpq  Lpq
Fpq Mpa Xpq Opq|

P = { cCl c¢cC2 ¢C3 cC4
cCH cC6 cCT7 cC8
cC9 cCl10 cCll1 cC12
cC13 c¢Cl4 ¢cCl15 ¢cC16] »



Only a few operators appear in the Principia Magheing-tica:

P={ - pVq - -
- P=4q P.(q

- - -]

Other logicians have completed the scheme as the following:

P={pTq pvVq pcq p
pPoq q p=q Pp.q
P/q pY q ~q P44
-p p¢4q p¥q pCaqj

6. A Notation for Dyadic Operators

Draw a Venn's Diagram in the form of two ellipses:

. (p, t)
- (q,t)
(p, t) (p, f)

(q, f) (q,t)
(p, )
(q, f)

The matrix may be re-written as the following:

P- ot tf t
it gt f:f fif
tt ot t1 tif
ft ft o g

Represent the operators by small circles, within which the presence or

absence of a 'spoke' denotes respectively 't' or 'f':

P = ® O OO
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Let us classify the operators according to their characteristics:

- CLASS INDIVIDUAL
NAME NUMBER  symBOLS SYMBOLS
Symmetric
operators 8 @ O (D (D (D e @ @
Non-symmetric
operators 8 ® 00060 0o ©d
Even operators 8 @ O CD @ @ @ @ @
Odd operators 8 (D (D @ G @ @ @
Odd and
symmetric 4 (D (D @ @
Even and
symmetric 4 (=) CD o O D
Odd and non-
symmetric 4 O G @ (B
Even and non-
symmetric 4 (=) O O @ @
Traverse opera-
tors 2 ™ O ©
Non-traverse
operators 14 @ All operators other than @
Limiting
operators 2 ® O D
Non-limiting
operators 14 @ All operators other than @
Negative
operators 2 @ © @

Complementary operators. The following pairs are mutually comple-
mentary:

Oand@. (Dand e, @and@ : @and@ .
@and@, Qand@, Oand(B ) Gand@ :

OO oo &



The above classification is based on the number and position of
'spokes'. The operators are called 'even', 'odd', 'limiting’ and 'non-
limiting' according to the number of spokes; they are called 'symmetric’,
'non-symmetric’', 'traverse' and 'non-traverse’ according to the position
of spokes. Two operators are 'complementary' when the total number
of spokes is four, which is the maximum number possible.

The following is a comparison between the new notation and the old:

. ONONCIN - LV

C T

[{
| <

DOOE
© 06
® Q0
O @0
OO

The group includes conjunction, bi-negation, inclusive dis-
junction and Sheffer stroke; the @ group includes equivalence, ex-
clusive disjunction, contradiction and tautology; the group includes
implication, reverse implication and their negation; the () group
includes two components and their negation, In the last group, one of
the two variables vanishes from the scene; a dyadic operation turns out
to be monadic.

L.ogicians have defined these operators in terms of primitivé operators
in various ways:

J

a. One dyadic operator: conjunction '.
One monadic operator: negation '~
Parentheses: '()'.

, or disjunction 'V'.

b. One dyadic operator: Sheffer stroke '/', or bi-negation ' /".
Parentheses: '()'.

It seems that Sheffer strcke and bi-negation are more 'primitive’
than other operators, because the monadic operator can be dispensed
with. Russell has mentioned: "It should be stated that a new and very
powerful method in mathematical logic has been invented by Dr.

H. M. Sheffer. This method, however, would demand a complete re-
writing of Principia Mathematica”. (Principia Mathematica, 2nd ed.
(1927) xv).- .

This is not quite the case. There are actually two monadic operators:

assertion and negation, usually symbolized by the absence and presence
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of the sign '~'. The absence of a sign for assertion is merely for the
sake of convenience in notation. However, because of such a notational
matter, assertion has long been discarded as an operation altogether.
Therefore, the absence of a negation sign actually means the presence
of an implied assertion sign.

As a matter of fact, all the sixteen operators can be expressed in

terms of eight 'odd operators' (o) in two different patterns as follows:

p () a = z@zp (o) zq) +(zp () q)
p () aqa = z(zp (o) =q)

Here p and q can be any proposition, including tautology and contra-
diction, i.e. (p =+ T); p and q can either be distinct (p # q) or identical
(p = q). The sign + means assertion and - means negation; they are
completely equal in position in this topic. Sheffer stroke and bi-negation
are two of the eight odd operators.

It is true that the two operators Sheffer stroke and bi-negation possess
the feature of being able to remove the negation sign, thus a formula can
be made purely assertive by the following process:

~-p=p/ P or ~-p=p /P
However, the cost is extremely high. First, by eliminating one single
negation sign, the formula has to be doubled in length. If the original
formula is one inch long, the elimination of four or five negation signs
would make it one foot long. Secondly, the new formula obtained would
be beyond comprehension, because it is too remote from ordinary
semantics. The practical application of this system is like reading
binary digits in daily life. The few examples given by Russell are already
enough to demonstrate this point.

The two forms given above are only patterns of the formulae but not
the formulae themselves. There are altogether 16 x 8 = 128 such for-
mulae, which should be formulated individually. Since it is easy to do
80, they are omitted in this paper. One set of such formulae is given in

Rudolf Carnap's Formalization of Logic, 1961. p. 82.

The notation of Peano-Russell and their followers has been adopted
widely by logicians for a long time; consequently any new invention would
seem to bea foreign language. Perhaps this is the reason why J,.Jukasiewicz,

the inventor of a new notation, sometimes applied the old notation in his
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own papers. For the same reason, the notation suggested above would be
avoided as much as possible in this paper.

However, there are quite a few merits; in the new notation apart from
its being systematic. First, the properties of the operators can be
directly shown in the shape of the symbols; this point has been clearly
demonstrated in the classification on page 12, Secondly, the new nota-
tion is easier to be remembered than any arbitrary symbols. In the
following examples, which are most frequently used, there is a close

association between the shape and meaning of the symbols.

either p or q or both (inclusive disjunction)
either p or q, but not both (exclusive disjunction)
both p and q (conjunction)
neither p nor q (bi-negation)

either 'both p and q'
or 'neither p nor q' (equivalence)

© © OO0

an arrow pointing to the right (implication)

7. The Meaning of a 'Truth Table'

The truth functions in propositional logic are usually defined by
'truth tables'. The derivation of operators in terms of sets is just a
generalization of such tables. Both ways obviously convey the informa-
tion about the assertion or negation of the four factors (p.q), (p. ~q),
(-p.q) and (~p. ~q). But how the information of four individual factors
is aggregated to form a single operator is not explicitly shown in a truth
table.

For instance, the operator p»is expressed in the form of sets as:

((((p, t), (q, t)), t), (((p,1),(q,1)),1), (((®,1),(q,t)),t), (((p, D), (q,1)),1));

or, in the form of truth table:

P q Poq
t t t
t f {
f t t
f f t

Does it mean that the information is aggregated together by means of
a conjunction like the following:

P>9 = (.9 . ~-P.-q9 . (~p.9) . (-p.~q) ?
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A simple test would tell that the above formula is wrong, but the

following three ways are correct:

(po>q) = (p.q) v (~p.q) v (~p. ~q);

(poq) = -~(p.-q);

(poq) = ~(p.-q9) . ((p.q) v (-p.q) v (-p.-q)).

The above shows that the information of all four factors is not
necessary,; either the negation of one or assertion of three would be
enough to give an unambiguous information. The remaining fifteen
operators may be expressed in a similar manner. First, let us ‘classify

the operators according to the number of t's and f's as following:

four-t, zero-f, or (&) : one operator,
three-t, one-f, or (3 : four operators,
‘two-t, two-f, or (2) : six operators,
one-t, three-f, or (i) : four operators,
zero-t, four-f, or (o) : one operator.

@ is equivalent to the disjunction of the assertion of all four factors.
@ is equivalent to the disjunction of the assertion of three factors,
or to the negation of one factor,
or to the conjunction of the above two.
@ is equivalent to the disjunction of assertion of two factors,
or to the conjunction of negation of two factors,
or to the conjunction of above two.
(1) is equivalent to the assertion of one factor,
or to the conjunction of negation of three factors,
or to the conjunction of the above two.
is equivalent to the conjunction of the negation of all four factors.
The above statement may be symbolically expressed as the following,

where '1' means 'true' and '0' means 'false’;

18t way 2nd way 3rd way
@- lvlivlivl)
G) Avivi) (0) (1v1v1).(0)
@) (1v1) (0. 0) (1v1).(0. 0)
W ) (0.0. 0) (1).(0. 0. 0)

© 0.0.0.0)
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All the sixteen operators may be listed as follows:

1st way 2nd way 3rd way
(1111) (1111)
111 ) ( 0) (1110)
11 1) ( 0 ) (1101)
11 ) ( 00) (1100)
1 11) (0 ) (1011)
1 1) ( 0 0) (101 0)
1 1) ( 00 ) (1001)
(1 ) ( 000) (1 00 0)
( 111) (0 ) 0111)
(11 ) 0 0) (011 0)
(1 1) 0 0 ) (0101)
(1 ) (0 0 0) (010 0)
( 11) 00 ) 001 1)
( 1) (00 O) (001 0)
( 1) (000 ) (0001)

(000 0) (0 0 0 0)

8. Two Ways of Interpretation in Class Logic
I. Molecular interpretation

A = classes
aj = class a

ag = class b

U = class identity
u; = 'being the class itself', e.g. 'a’

Uy = 'being the complementary class of', e.g. 'a’

V = existence
vy = 'being non-empty’, e.g. 'a70’

ve = 'being empty', e.g. 'a=0
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(a ¢ b). (a ¢ b)

(ach) (b=U) (a=b) (a=b=U)
(a c b) (ac b). (a cb) (b=0) (a¢ b)
(a=0) (a ¢ b) (a=b=0) (a=b=a=b=0)

The following primary operators have been used in the list:

'c' = 'to be included in' (ab=0)
'¢ ' = 'not to be included in' (ab#0)
'=' = 'to be equivalent to' (ab=0). (ab=0)

'." = conjunction in propositional logic
II. Atomic Interpretation
A = classes

ay = class a

32 = class b

U = class identity
u;, = 'being the class itself’
u,y = 'being the complementary class of’

V = relevance
vy = 'being covered in the argument’

vo = 'not being covered in the argument’

(a+b) (a+b)

(a+b) b (axb) + (axDb)

(axb)
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In the above list, 'U' means the universe and 'U' means the empty
universe. The following primary operators have been applied:
'+' = 'the sum of two classes’;

'x' = 'the product of two classes'.

The two ways of interpretation are also possible in propositional
logic. It may be specified that when the operators are expressed in

terms of the four odd non-symmetric operators ' 's including material
implication ' > ', the interpretation is 'molecular'; when they are ex-
pressed in terms of the four odd symmetric operators ' ', including
conjunction '. ' and disjunction 'v', the interpretation is 'atomic'. .The
distinction between the two interpretations is not quite obvious, because
the results of aggregation in both cases are propositions. The distinction
becomes obvious in branches other than propositional logic, such as the
logic of classes and the logic of relations, in which the aggregation
according to the molecular interpretation yields propositions, while that
according to the atomic interpretation does not.

In the establishment of truth table in propositional logic, fourteen
operators out of the sixteen can be expressed in three different ways, as
mentioned in p.18. From this the following relationship can be established:
1. ~(-p.-q) = ((p.a) v (p. -q) v (- p. q))

2.  (~(-p.q).~(~p.~q)) = ((p.q) v (p. ~q))
3. (-(p.-9).-(-p.q). ~-(-p.~q)) = (p.q)

There are altogether four similar formulae in Group 1, six in Group 2,
and four in Group 3. They show that the information of one part of the
four factors can uniquely determine that information of the rest.

Such relationship does not apply to class logic according to molecular
interpretation; the fact that certain sub-classes are empty does not
imply that the remaining classes should be non-empty, and vice versa.
Only for those who assume a non-empty universe, the fact that three
sub-classes are empty implies that the remaining sub-class 18 non-empty,
as mentioned by J. Venn. (Symbolic Logic, pp.142-9). For instance,
(ab=0). (ab=0). (ab=0) > (ab#0); the reverse is, of course, untrue.

The relationship does apply to class logic according to atomic inter-
pretation, but it is too obvious and becomes superfluous. What is relevant
is equivalent to what is mentioned; it would be absurd to say that among

what is not mentioned, a part is relevant and a part is not.
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In view of the above, the sixteen varieties of operators may be
applicable to propositional logic, but it may be too 'rigid' for class
logic. One way of solving the problem is to choose the 'most relevant
sub-classes' for specific purposes. For instance, when 'syllogism' is
concerned, the most relevant sub-classes are (ab) and (ab). Therefore
the number of operators can be reduced to four only: (11--), (10--),
(01--) and (00--). The two less relevant classes (ab) and (ab) are left
'unspecified’.

The choices of relevant sub-classes made by ancient Greek and Indian
logicians differ from one another. While Aristotle was troubled by the
ambiguty of his operators A, E, I and O on account of the uncertainty of
his choice of relevant sub-classes, the Indians had made the most
‘reasonable and convenient choice, which is precisely the same as the

scheme mentioned above.

9. Two Ways of Interpretation in the Logic or Relations
I. Molecular interpretation
A = relations

a, = relation R

a9 = relation S

U = identity
uy = 'being the relation itself’, e.g. R

u2 = 'being the complementary relation of', e.g. = R

V = existence
vy = 'being non-empty', e.g. 3. R
vo = 'being empty’, e.g. . R

II. Atomic interpretation
A and U are the same as above.
V = relevance
vy = 'being covered in the argument’
vy = 'not being covered in the argument’
In the logic of relations, the following arguments and primary

operators are introduced:
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Relation

Complementary relation

Universal relation
Contradictory relation
Sum of relations

Product of relations

Relation being non-empty

Relation being empty
Inclusion
Non-inclusion

Equivalence

definitions

R Xy (xRy)
:R Xy (- XRy)

V Xy ((x=x). (y=y))
A rp((x#%). 7))
RuS  Xy(xRy V xSy)
RAS XJ(xRy . xSy)
d: R (Exy)xRy

d. R - (Exy)xRy
R¢ S (xy)(xRy > xSy)
R¢S  (xy)(xRy p xSy)
R=S (xy)(xRy = xSy)

analogous to
class logic

a

S A

a+b
axb
a70
a=0
ac b
aZ b
a=b

The two lists are precisely analogous to those in class logic, they are

therefore omitted in this paper.

10. The Mixed Interpretation

For practical purposes, an operator is interpreted in one way only,

depending on whether the atomic or the molecular interpretation is the

simpler. Let us call those operators whose atomic interpretation is

simpler 'atomic operators', and call those whose molecular interpreta-

tion is simpler 'molecular operators’.

The atomic operators are the

eight even operators minus one of them; the molecular operators are the

eight odd operators plus one even operator.

atomic and nine molecular operators.
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Propositional logic

T = tautology
C = contradiction
~ = negation
conjunction o
disjunction (-p.~a) C

(p.q)

vV

-~ D o~
negation (~-p> -~q) P
equivalence (p>q) q (p= q)
implication :
non-implication q (pp q)

~p (~p2-49)

~l U W e

The logic of classes U (a+b)

U = the universe (axb)
U = the empty universe o L |

- = complementation (a+b) (axb)+(axb)

X

+

product (axb) U
sum

(a c b) a
- = complementation
= = equivalence (ac b) D (a=b)

C = inclusion b (a¢ b)
¢ = non-inclusion

(ag¢ b)

o

The logic of relations

V = Universal relation V (Ru S)
/\ = Contradictory
relation _ ' _ o
< = complementation (-Ro =8) (RA -S)u (-R AS)
A= product (:RA 28) A
U= sum

-« = complementation
C = fnclusion

¢ = non-inclusion

: = equivalence
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11. Analogous theorems

Analogy exists not only in operators but also in theorems. The
following examples include deMorgan's law and the law of syllogism:
a. Atomic interpretation:

propositional logic -pVag=s(-p. ~q

the logic of classes a + b=axb

the logic of relations 2(RuS) = «RA +S

quantificational logic - (Ex)(fx Vgx)= - (Ex)fx . - (Ex)gx
b. Molecular interpretation:

propositional logic (pP>q) . (@or)>(p>r)

the logic of classes (ac b) . (bcc)> (ac c)

the logic of relations (ReS) . S¢T)>(ReT)

quantificational logic (x)(fxo gx) . (x){gx> hx)> (x)(fx> hx)
C. Mixed interpretation:

propositional logic (poq)=-(p . -q)

the logic of classes (ac b) =(ab = 0)

the logic of relations (R¢ S) =4, (RA =S)

quantificational logic (x)(fx > gx) = ~ (Ex)(fx. ~ gx)

12. The Group of Operators |

The set of operators in propositional logic forms an abelian group with
respect to the binary operation (I) , i.e. conjunction. The identity
element is (1), i.e. contradiction. The inverse elements are the com-
plementary operators mentioned in § 6. The characteristic property
of this group is that the binary operation * of this group is itself one of the
elements of the group, 1i.e. (D :

The reason why the set can form an abelian group is as follows:

Consider the truth table of the conjunction
PO P a( (pG)a), where (), (2) , and (3) are any
operators of the sixteen.

When all three factors are 't', the conjunction will be 't', irrespective
of the association and sequence of the operation.

When at least one factor is 'f', the conjunction will always be 'f’,

irrespective of the association and sequence of the operation. There-
fore the set is both associative and commutative with respect to the

operation CD :
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CONCLUSION

By applying set theory we may establish a unified-field theory for
several different systems of logic. 1 In the first stage of the theory, the
multitude of symbols for operators: ¢, >,=, +, X, &, ., v, A, /,

U N etc. etc., which appear disorderly in books of logic, can be
arrayed, and they can form abelian groups. This primitive and trivial
result happens to be originated from a study of an ancient system of
logic, i.e. the Hetucakra of Digniga and Uddyotakara.

In the rapid development of logic in our time, certainly we cannot

expect too much from the study of an ancient system. Our modest
result, which is not altogether disappointing, shows that to the gigantic
system of modern logic, we still have something to add, from an

archaic system which is even less advanced than the Aristotelian.

1. It is wrong, however, to think that a one-to-one correspondence of
theorems in different systems, or something close to it, could be
established. Such a correspondence is not possible because in many

cases corresponding to existing theorems in one system, there is no
counterpart in another.
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PREFACE

Since last century Indian logic has been introduced to the west; a
number of monumental works were written between 1920 and 1930 by
S.C. Vidyabhusana, Ganganatha Jhad, Th. Stcherbatsky, H.N. Randle,
G. Tucci, A.B. Keith, etc.

There was a huge literature on Indian logic written by Chinese,
Koreans and Japanese during the T'ang Dynasty. The surviving works,
although they are merely a small fraction of the original collection, are
still very voluminous. Not very much about the Chinese interpretation
of Indian logic has been introduced to the west except a very defective

book entitled 'Hindu Logic as Preserved in China and Japan' by

S. Sugiura. 1

Recently symbolic logic has been applied in interpreting Indian logic.
Professor Schayer first formulated the five-membered syllogism.
Professors D. H.H. Ingalls, I.M. Bochenski and J. F. Staal used symbols

to interpret definitions of 'vyapti' of the 'New School' of logic. 2

Attempts have been made to formulate the Hetucakra of Digndga and the

dialectic of Nagarjuna.

This work is primarily an interpretation of Indian logic preserved in

China. The material is mainly taken from K'uei Chi's Great Commentary

on the Nyayapravesa, It is not designed to be a comprehensive study

of Indian logic in general, nor is it planned to be a complete exposition

of K'uei Chi's work in particular. Its scope is confined to formal logic,
therefore discussions on epistemological and historical problems, such

as the theory of perception, the authorship of the Nydyapravesa, etc.

—_—2

will not be included. The reason is that these topics have been widely
discussed by learned scholars in the last few decades. The author's

intentions are to solve problems which have not yet been settled and to
interpret theories which have not yet been clearly interpreted, instead

of duplicating what other people have already done.

1. Sugiura 1.
2. Ingalls 1, Bochenski 3 and 4. Staal 3 to 5.
3. Sueki 1, Nakamura 1 and 2, Robinson 1.
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There is a great difference in content between K'uei Chi's Great

Commentary and this work. He devoted over one half of his book to the
list of fallacies but paid much less attention to the fundamental principles
of the Hetucakra and the Trairipya. As a result his work has been
considered for centuries to be a difficult book consisting of completely
incomprehensible stuff.

In the present work, on the other hand, much more attention is paid
to the fundamental principles but less attention is paid to the list of
fallacies, in particular less to the over-elaboration, which does not
make much sense either theoretically or practically. Through the new
way of treatment, the list of fallacies becomes something simple zind
easy; it becomes evident even if no explanation is given. Since the over-
elaborated part of the list of fallacies is reduced to a set of symbolic
formulae and most of his illustrative cases are omitted, over one half
of his book is reduced to a very short chapter.

In an examination of the principles of the Hetucakra and the Trairupya,
it is unavoidable that some non-Buddhist works are involved, i.e.
without them the discussion of the theories would be incomplete. There-
fore the theories of Uddyotakara, who was totally unknown to the early
Chinese logicians, should be discussed.

In the course of interpretation I have found some critical remarks
about early theories and contemporary interpretations unavoidable. My
guiding principle has been to include only such criticisms as seemed
necessary for the explanation of important theories concerned.

Besides interpretation of Indian theories, one chapter1 is devoted to
a discussion of possible consequences on 'western logic after Indian
theories have been introduced and absorbed. This chapter is, of course,
not an exposition of Indian logic itself.

Regarding symbolic notation, I generally follow that of the Principia
Mathematica. One of the exceptions is the use of dots. First, I use
'.' as symbol uniquely for conjunction but not for anything concerning
association. Secondly, I have reversed Russell's convention and use the

symbol '.' as a weaker connective than '>', i.e. when I write p.gor,

1. 'What Do the Indian Theories of the Hetucakra and the Trairupya
Mean to Us?'
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I mean (p . q)or. The symbol ', ' here is equivalent to the symbol ' & '
in many logic texts.

By the above alteration I have managed to get rid of the multiple use
of either dots or brackets - both of them look very untidy. However,
the new convention suits the present paper only and is not applicable in
general, because the operations in this paper are very simple ones only.

A part of Aristotelian terminology, such as the names of premises,
terms and moods, is used in this paper. However, neither in the five-
membered nor in the three-membered syllogism were the major and the
minor premises explicitly and separately stated as in the Aristotelian
system. The conclusion in the three-membered Indian syllogism was

stated in the form of the probandum, i.e. the first member of the

syllogism. Therefore, the Aristotelian terminology is borrowed here
as a substitute, and not the precise equivalent, for the sake of con-
venience only.

The Bibliography is in two parts:

Bibliography A. Oriental texts before +1800, arranged in
alphabetical order of the titles.

Bibliography B. Books and articles after +1800, arranged
in alphabetical order of the authors.

Works on western logic, except a few which particularly discuss
Indian Logic, are not included in the Bibliography.

Bibliography B includes both works on the theory of logic and those
on the application of logic to philosophy. Bibliography A includes works
on the theory of logic only but not its application to Buddhist philosophy,

because all these works1 appear in the Taisho, the Supplementary

Tripitaka and the Tohoku Catalogues. It would be pointless to copy a

very long list from the catalogues.

I must admit that the Bibliography is defective 1n various ways owing
to the fact that the time for compilation is very short and should be
revised later when time permits:

1. The Bibliography is far from being comprehensive, though it
was designed to be so.

2. There is overlapping of entries in both Bibliography A and
Bibliography B when there is either some European translation or
European edition of an original text.

1. On Madhyamika, Yogacara, elc. 1 xxi



3. The information of the Bibliography is incomplete and is presented
in a higgledy-piggledy manner. It should be rearranged in a systematic
way and be presented in a standardized form.

Professor I. M. Bochenski wrote of: ''le sentiment que les grands
travaux de Stcherbatsky et des autres indianistes devraient étre refaits
par des logiciens'.1l If the present work, which is much inferior in
scholarship and much narrower in scope than the encyclopaedic work of
Stcherbatsky, can make any trifling contribution to a desirable result,
it is only by serving as a medium between Stcherbatsky and more qualified
logicians who may presently undertake a further study of the subject.

In conclusion I wish to acknowledge my debts of gratitude to the scholars
who have rendered me help in the preparation of this work. I must first
pay my respects to Professor W. Simon, F.B.A. of London University,
Dr. A. Waley, C.H., Professor E.G. Pulleyblank of Cambridge
University, Professor W.Kneale, F.B.A. of Oxford University and
Dr. D. Friedman of London University for their help and encouragement,

without which the present work would not have come into existence.

My thanks are also due to the librarians of the Universities of Oxford,
Cambridge and London, of British Museum, of Indian Office and of Royal
Asiatic Society for enabling me to have access to the rare books and

manuscripts in their collections. -
Oxford, 1963 R.S.Y.C.

I wish to acknowledge my deep gratitude to Professor A.N. Prior of
Manchester University, Professor J. W.de Jong of the University of
Leiden, Professor D. Hawkes of Oxford University and Dr. T.J.Smiley
of Cambridge University for their kindness in offering valuable opinions on
my manuscript. I am greatly indebted to Professor Sir Harold W. Bailey,
F.B.A. of Cambridge University and the Editorial Board of Royal Asiatic

Society for publishing this work in the distinguished learned society.
Oxford, 1964 R.S.Y.C.

I wish to express my thanks to Mrs. Grace Landers for her

kindness in typing the Chinese characters.

Bloomington, 1968 R.S.Y.C.

1. Bochenski 2.
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INTRODUCTION

The study of logic in China can roughly be divided into three periods,
namely, the native product of the Pre-Ch'in dialectic, the first and the
second importation of Indian logic.

It seems that the general opinion of ancient Chinese on logic was
mostly unfavourable. The following criticisms on the Pre-Ch'in dia-
lecticians can well illustrate the attitude of early philosophers and
historians:

"Dialecticians, like Huan T'uan and Kung-sun Lung, tried
to elaborate human thought and twist human minds. They
could defeat men's words but not their minds'.1

"There were people who would not follow the early kings'
ways, rejected convention and righteousness, but would

like to indulge in fantastic arguments and to play with words.
They were subtle but not realistic; critical oput not prag-
matic; they had much elaboration but little achievement.
They were not good enough to do anything constructive,

but they were harmful enough to deceive the ignorant masses,
because their views seemed to be reasonable and their

words seemed to be plausible''. 2

"The logicians over-elaborated trivial matters in order to
make their points irrefutable. Their judgement was merely
based on words but contradicted human nature'. 3

In the Pre-Ch'in period, the logicians were opposed by most schools
including the Confucianists and Taoists. After the great purge of all
schools of thinkers during the Ch'in Dynasty, their enormous literature
was lost and the surviving fragments were regarded as a matter of
antiquity only.

The first import of Buddhist logic to China was the translation of a
few Pre-Dignagean works on logic. The translation was done by Indian
missionaries during the fifth and sixth centuries. It seems that this
period involved only introduction of texts so that a few more books were

added to the stock-pile of the Chinese canon; because no significant

1. Chuang Tzu. SPPY edition. Vol.IV. fasc.33. p.22.
2. Hsun Tzu. SPPY edition. Vol.I. fasc.3. Ch.6. pp.8-9.
3. Shih Chi. SPPY edition. Vol. XXIV. fasc.130. p.4.
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response by the Chinese is known to us. The surviving works are:l

The TarkaSidstra attributed to Vasubandhu, translated by
Paramartha during the Liang Dynasty. 2

The Upayahrdaya attributed to Nagarjuna, translated by
Kekaya (7) during the Late Wei Dynasty..!3

The Vigrahavyavartani by Nagarjuna, translated by
Vimoksasena and Gautama ruci (?) during the Late Wei
Dynasty. 4

The second import of Buddhist logic brought about a quite different
result, Although only a few short fragments were translated into Chinese
during this period, the study of logic unexpectedly became a vogue of
the day in the T'ang Dynasty in both China and Japan. |

In this period Hsiian Tsang (+596-664) translated the Nyayamukha
and the Nyayapravesa; I Tsing (+635-713) translated the Pramﬁl}a-
samuccaya, which was lost later. Such a collection seems to be rather
poor when it is compared with the Tibetan Canon.

The Nyayapravesa was attributed to Samkarasvamin by Chinese but
was attributed to Dignaga by Tibetans. The discussion of its authorship
in our century became a controversy for a number of years. The

scholars involved in this controversy are in two groups; the school
following the Tibetan tradition and that following the Chinese tradition.
Each of them criticized the other one for being inconclusive. 5ﬂ

It seems that certain scholars, particularly those belonging to the
Tibetan school, did not care to touch the Chinese source materials.
For instance, a very distinguished scholar said, ''At least at the time
of translation (i.e. re-translation from Chinese into Tibetan)
S'an‘nkarasvﬁmin as the author of the work was unknown not only in Tibet
but also in China"'.

It is always dangerous to draw a conclusion like '"Such-and-such is
unknown to so-and-so', because it is difficult to prove but easy to refute.

Incidently Samkarasvamin as the author was mentioned only shortly

Tucci 6.
Taisho 1633.
Taisho 1632.
Taishd 1631.
Vidhybhusana 21, Keith 4, V.Bhattacharya 1, Tucci 3, Tubianski 1,
Mironov 1 and 2, Dhruva 1, etc., etc.
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after the translation of this book from Sanskrit into Chinese, by K'uei

Chi (+632-682) in his Great Commentary.

In this work I shall not continue this controversy but say only that the
Nyayapravesda, as its title stands for, is an elementary textbook on logic.
It does not resemble the great and original papers written by Dignaga.

Sarhkarasvamin's name is unfamiliar and his dates are not known.

In view of the fact that some commentaries were written by non-
Buddhists1 one can say that this book must have been once very popular
in India.

Although Hsiian Tsang was himself an extraordinary debater, it seems
that he was not very keen in introducing the Indian tradition of debate to
China, as happened later in Tibet. His intention can be revealed through
observation of the following 1acts:

After his return to China, he worked with great industry and persever-
ance in the translation of Buddhist texts. He translated seventy-four
books of 1,335 fasciculi, including the encyclopaedic works of the six

hundred fasc. of the Mahaprajiaparamita, the two hundred fasc. of the

Mahavibhasa and the one hundred fasc. of the Yogacarabhumi. The two

short fragments on logic are merely one tenth of one per cent of his
work of translation. Many important works by Dignidga were excluded,
let alone the works of others.

In his translated works, we can find here and there controversies
between Buddhists and non-Buddhists, between the Mahayana and the
Hinayana, between schools within the Sarvastivada, but rarely between
the Madhyamika and Yogicara within the Mahiiyana.

In his Biography3 we can see that he was not quite co-operative to
Nadi, a Madhyamika scholar who carried 1, 500 Buddhist texts from
India to China. It is most liké‘ly that among the 1, 500 texts there were
some works like those of Candrakirti, who was a most radical and
uncompromising critic.

From the above it seems that he did not like to widen the gap between

the two main streams of thought within the Mahayana. In his Biography

al—

1. vrtti by Haribhadra, pandjika by Parisvadevagani, and {ippana by

Sricandra. '
2. Dhruva l.
J. Taisho 2060, pp. 458-9.
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it was recorded that he had done something positive: he wrote Hui Tsung
Lun ( ¥ 5% # Reconciliation of Sectarian Differences) in the Sanskrit
in India.

In Hstian Tsang's time logic in India was mainly a tool for organised
public debates. In China there was no such a tradition and public
disputation was rare. As a result the application of logic in China was
even more modest than that in India. It was not applied as a tool for
actual debate, but as a key to the understanding of certain Indian texts
in which debates were involved. In other words, certain Indian texts
would be completely incomprehensible to one if one had not some know-
ledge of logic.

It was recorded in the Sung Kao Seng Chuan1 that Hstian Tsang gave
personal tutorials to K'uei Chi on the Vijflaptimatratasiddhi. The
teaching was 'pirated’' by a bright but cunning monk Yiian Ts'e, who
bribed Hstian Tsang's porter and hid himself in order to listen in to the
teaching. Then he returned to his own temple to give a lecture on his
newly acquired knowledge to his own audience.

Having discovered his mischief, Hsitan Tsang did not stop him coming,
but taught K'uei Chi logic in strict secrecy. At last K'uei Chi received
a most thorough teaching whereas Yuan Ts'é remained an amateur,

The introduction of the two short texts met with unusual enthusiasm.
It was recorded that several hundred commentaries on the Nyiyaprave’sa
were written by Chinese, Koreans and Japanese. Most of them were
lost. But the surviving works collected in the Taish§ and the Supple -
mentary Tripitakas, the unpublished manuscripts and rare editions in
private collections in Japan are still very voluminous. Long lists of

titles can be found in the Dictionary of Buddhist Books2 and Hotan's
3

Commentary on the Nyg_j_rapraveéa.

Among these commentaries, K'uei Chi's, known as the 'Great

Commentary’, is the most important document on logic in Chinese.

Many later works are sub-commentaries on the Great Commentary. The

present work is mainly based on material from it.

1. Taisho 2061, pp. 725-17.
2. b Y R B K & Tokyo, 1934, pp.182-206.

3. M AUIN B & 6l B8 &t ..  Shanghai, 1928,
Ixxvi




According to his Biography1 K'uei Chi was born in an aristocratic
family, entered the order when he was seventeen, and joined the work
on translation when he was twenty-five. He wrote one hundred commen-
taries on Indian texts and succeeded Hsiian Tsang as the leader of the
Yogacara School in China.

The enthusiasm for logic within the Buddhist order had also extended
to a brilliant layman named Lii Ts'ai (+600-665), who was one of the
Imperial Physicians. He was well versed in several sciences and arts,
and was confident that he could understand any science if he wanted to.

Having been shown three commentaries on logic and been challenged
by Ch'i Hsiian, an old friend of his, he studied the texts and wrote a
book entitled Explanation and Diagrams on Logical Demonstration and

i e — i,

Refutation, in which he raised forty points criticizing the three

commentaries.

His book brought about a serious controversy; finally he and
Hsiian Tsang had a face-to-face confrontation, in which he was defeated

and made his apology. The entire story was told in detail in Dr. A.
Waley's The Real Tripitaka. |

It is most unfortunate that his book is lost, we cannot tell what
his diagrams were like; possibly they were something like Euler's.
About this controversy only his Preface and a few letters written by
his friend and opponent survive. Unfortunately all these documents
were written in an ornamental style which conveys not much sense.

His objection on terminology will be discussed in a later chapter.

Since logic was used in China merely for understanding Indian texts
involving debates and not for practising actual debate in China, its
application was very much limited. Indian original texts on logic
translated into Chinese are extremely short, therefore its source
material was also very much limited.

Therefore the prosperity of logic study was merely a vogue of the
day because of curiosity; such a vogue can hardly last. Moreover, the

science of logic itself was not favoured by the Chinese public, at least

1. Taishd 2061, pp.725-6.

2. Taisho 2053, pp.262-6; Hou, 1, Vol. 4a, pp.108-40.
J. Waley 1, pp.107-111.
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not by the orthodox school of Confucianists, from a very early date.
After the Buddhists were ruthlessly persecuted in the middle of the
ninth century, the study of logic ceased and the entire literature was
lost in China, including the most important work, the Great Commentary.
All the works available today are preserved in Japan,

There were several commentaries on logic written during the Ming
Dynasty; since all authoritative works had been lost at that time, the
Ming commentaries have been considered as amateurish.

In our century the study of logic started again on a very limited scale
in China. A number of commentaries were brough back from Japan;
Pramanasamuccaya was translated for the second time from the Tibetan
version by Lu Ch'engl; a few original and critical works were written. 2

Owing to lack of chronological record in India, the dates of the
logicians are not certain. Estimates by various cholars often differ by
as much as a century or even more. Since this work is not concerned
very much with the historical aspect, it will perhaps be sufficient if the
important persons involved in the study are dated roughly as follows:

Dignaga +5 c.

Samkarasvimin +5-7 c. Hsuan Tsang +596-664
Dharmakirti +7 c. K'uei Chi +632-682
Uddyotakara +7 C.

Vacaspati Misra +10 c.

1. La, 4.
2. Ch'enland 2, Lul and 2.

Ixxviii



BL-1
BL-2
FD

HIL
IL

NB

-NM

NPD

NPGC

NPH

NV

SPPY
VSC

ABBREVIATIONS

Th. Stcherbatsky: Buddhist Logic Vol.I, Leningrad, 1932,
Th. Stcherbatsky: Buddhist Logic Vol.II, Leningrad, 1930.
H.N. Randle: Fragments from Dignaga, London, 1926.

S.C. Vidyabhusana: A History of Indian Logic, Calcutta, 1921.

H.N.Randle: Indian Logic in the Early Schools, London,
1930. )

The Nyayabindu, ed. by P.Peterson. Bibliotheca Indica,
Calcutta, 1889,

The Nyayabindufika, Sanskrit edition as above.

The Nyayamukha, Chinese translation. Taisho Tripifaka
No. 1628,

The Nyayapravega, ed. by A.B.Dhruva, Gaekwad's Oriental
Series, Baroda, 1930.

K'uei-chi's Great Commentary on the Nyayapravesa. Taishs
Tripifaka, No. 1840.

The Nydyapravesa, Chinese translation by Hsuan-tsang.
Taishd Tripitaka, No. 1630.

The Nydyavarttika, ed. by V. P.Dvivedin (Dube), Bibliotheca
Indica, 1887.

The Nyayavarttikatatparyatika, ed. by G.S. Tailanga,

Vizianagaram Sanskrit Series, Benares, 1898.

The Ssu-pu pei-yau Edition of Chinese Classics, Shanghai.

K'uei-chi's Commentary on the Vijnaptimatratasiddhi.
Taishd Tripitaka, No. 1830.

xod x



CONTENTS

Foreword 1968 vii

Introduction 1966-67 (i) Dignaga's Hetucakra and Trairupya Xi

Professor Karl H. Potter's Paper xliii
Introduction 1966-67 (ii) A General Theory of Operators xlix
Preface | _ I1xix
Introduction 1961 | 1xxiii
Abbreviations Ixxix
1. Fundamental Theories 1
11, Dignaga's Hetucakra 1
111, Original Texts 1
112, Explanatory Texts 0
113. Interpretation 8
12. The Trairupya 30
121. Formulation by Dignaga and Dharmakirti 30
122, Uddyotakara's Objections 31
123. Dharmottara's Interpretation of the Second
Clause _ 35
124, Controversy on the Trairupya at the time of
Vacaspatimisra 36
125. Why was the Theory of the Trairupya
Misinterpreted? 38
126. Interpretation of the Trairupya | 40
13. Uddyotakara's Hetucakra 44
131, Interpretation 44
132, Uddyotakara's Illustrative Cases ol
2. What do the Theories of the Hetucakra and the Trairupya
Mean to us? 95
21, The Logic of Classes 95
22. The Restricted Predicate Logic 61
23. The Propositional Logic 64

24, Three Kinds of Functions Defined by Matrices in
Uniform Symbols 65



29.

26.
217.
28.

31.

241,

242,
243.

The 'Narrow Functions' and the 'Universal
Functions'

Notation of the Functions

68
70

Definitions and Characteristics of the Functions 73
244, A Few Theorems on the Three Sets of Functions 79

What does the Theory of the Trairupya mean in
Propositional Logic?

The Problem of 'Inseparable Connection'

Three Types of Connectives
A New Scheme of the Hetucakra
3. List of Fallacies

|
Sarmhkarasvamin's List of Fallacies

311,

312.

313.

314,

1
Sarhkarasvamin's List and his Illustrative
Cases

Some Queries on éaxﬁkarasvﬁnun's List of
Fallacies

The Hetucakra, the Trairupya and the List of
Fallacies

K'uei-chi's Treatment of the List of Fallacies

32. Dharmakirti's Modification of the List of Fallacies
The Relativity of Validity

33.

34.

41,

331,
332.
333.

The Background of a Debate
The Standpoints of Disputing Parties
The Four Logical Alternatives

A Study of a few Illustrative Cases

341.

On Vai’sesika's Categories

342. On the Existence of Soul
343. The 'Smoke-Fire' Case

4. Conclusion

Ancient Symbolic Logic
42. Application of Indian Theories in Modern Logic

Bibliography A
Bibliography B

Ixxxii

91
93
96
98
105
105

105
113

125
126
144
148
149
149
156
163
163
166
172
175
175
177

185
199

(For the section numbers, there should be a dot after the

first digit on the left-hand side, e.g. 1.1, 1.11, 1,12, etc.;

unfortunately the dots do not appear in the galley proof of

subsequent pages, and it is too late to add them now. )



1. FUNDAMENTAL THEORIES

11. Dignaga's Hetucakra
111. Original Texts

Dignaga mentioned the hetucakra in both of his works the Pramana -
samuccaga1 and the Nyayamukha. 2 He had also particularly written a short
essay on the hetucakra titled the Hetucakradamaru, ) Among them only

the Nyayamukha is preserved in Chihese and -thé other two, in Tibetan.

No Sanskrit original of the above texts survives. However, many
lines in them were freely cited by Vicaspati misra in the Nyayavarttika-
tatparyatika; they were collected and interpreted by Prof. H.N. Randle

in the ¥Fragments from Difhnaga. %
Pandit Vidyabhusana rendered the Hetucakra into English and included

it in his History of Indian Logic, 0 which deviated in several points from
its Tibetan version. Since then it has been rendered a number of times,
either fully or partially, into European languages. 0

The Nyayamukha was rendered into English by Prof. G. Tucci, his

text is based on the Chinese version and compared with the Tibetan

version of the Praménasamuccza and its vrtti when there were occasions
1

of correspondence between these two works,
Both the Hetucakra and the Trairupya were criticized by Uddyotakara

in the Nyayavarttika and then by Vacaspati misra in the Nyayavarttika

tatparyatika. The former was rendered into English by Gahganatha Jha. 8
The Trairupya was modified by Dharmakirti, whose work the

Nyayabindu was rendered by St.Stcherbatsky from Tibetan into English,
accompanied by the tika by Dharmottara. ?

Tohoku No. 4203 and his own vrtti, Tohoku No. 4204
Taishé No. 1628
T6hoku No. 4209
Randle 1
Vidyabhusana 21
e.g. Chatterji 3, Randle 1, 29-33, Randle 2, 225-229, etc. etc.
Tucci 2

Jha 1

Stcherbatsky 12
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Since Vidyabhusana wrote his History of Indian Logic, both the
Hetucakra and the Trairipya have been discussed in almost all books in

European languages concerning Indian logic and in a number of articles.
The notable works are Stcherbatsky (12), Randle (1, 2), Tucci (4, 10),
Stasiak. (1).

Prof. I. M. Bochenski is the first European logician who has included
these two topics in the world history of logic. (Bochenski 4).

In recent decades attempts have been made to interpret these two
topics by means of symbolic logic. 1 The present work is one of these
attempts; it is merely tentative and is not regarded as anything final.

The text of the Hetucakragdamaru is very brief; it does not occup;} much
space and I shall quote' it in full. '

Like many Indian philosophical works, the original was written in
verse, although there is nothing poetic about it. It was so written for
the sake of memorizing only.

Because of the extreme conciseness in the use of words, without
adding a number of supplementary words it can hardly make sense in
English, whether in verse or in prose. Therefore I might as well

maintain its original form and render it in verse.

THE WHEEL OF REASONS
Homage to Mafijusrikumarabhita.

Homage to the Omniscient One, who is

The destroyer of the snare of ignorance.

I am expounding the determination of

The probans with three-fold characteristics. (1)

Among the three possible cases of 'presence’, 'absence' and 'both'

Of the probans in the probandum,

Only the case of its 'presence' is valid,

While its 'absence' is not. (2)

The case of 'both presence and absence' is inconclusive,
It is therefore not valid either.

1. Sueki 1, Nakamura 1, 2
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The 'presence', 'absence' and 'both’,

Of the probans in similar instances,

Combined with those in dissimilar instances,
There are three combinations in each of three.

The top and the bottom are valid,

The two sides are contradictory.

The four corners are inconclusive through being too broad,
The centre is inconclusive through being too narrow.

Knowable, produced, impermanent,

Produced, audible, effort-made,

Impermanent, effort-made and incorporeal,

Are used to prove the properties of being:
Permanent, impermanent, effort-made,
Permanent, permanent, permanent,
Non-effort-made, impermanent, and permanent.

When two tops or two bottoms meet,
The probans is valid,

When two corresponding sides meet,
It is contradictory.

When corresponding corners meet,

It is inconclusive through being too broad,
When the centres of two crosses meet,

It is inconclusive through being too narrow.

Since there are nine classes of probans,
Accordingly we have nine sets of examples:

Space-pot, pot-space,

Pot-lightning-space,

Space-pot, (space-pot), space-pot-lightning,
Lightning-space-pot,

Pot-lightning-space,

Space-atom-action-pot.

The above concerns the 'determined probans' only;
As regards the 'doubtful’ ones, T
There are also nine combinations of

'Presence', 'absence' and 'both’.

The Treatise on the Wheel of Reasons by Ac.érya Dignaga. 1

1. Sde-dge Edition, Ce. fol. 93 (T&hoku 4209)
Snarthant Edition, Ce. fol. 193-4 (IHQ IX, 1933, pp.266-72)
Co-ne Edition, Ce. fol. 92.
English translation by D. Chatterji. THQ IX, 1933. pp.511-4.

(3)

(4)
(5)

(6)

(7)

(8)

(9)

(10)

(11)



The text is followed by a diagram:

1

1. Sound is permanent 1. Sound is impermanent

2. It is knowable

3. space

4, pot

0. presence in sapaksa

6. presence in vipaksa

7. inconclusive
too broad

IV

1. Sound is permanent
. It is produced

N

. Space
. pot
. absence in sapaksa

S O A W

. presence in vipaksa

7. contradictory

VII

1. Sound is not
produced by effort

2. It is impermanent

3. lighting, space
4. pot

0. both presence and

absence in sapaksa

6. presence in vipaksa 6.

7. inconclusive
too broad

I

. It is produced
. pot

. presence in sapaksa

2
3
4, space
o
6

. absence in vipaksa

7. valid

1. Sound is permanent
2. It is audible

. Space
. pot

. absence in sapaksa

D O W W

. absence in vipaksa

7. inconclusive
too narrow

VI

1., Sound is impermanent

2, It is produced by
effort

o

. pot, lightning

L

. sSpace

. both presence and

() )

absence in sapaksa

absence in vipaksa

7. valid

III

1. Sound is produced
by effort

2, It is impermanent
3. pot

4. lightning, space

. presence in sapaksa
6

. both presence and
absence in vipaksa

7. inconclusive -
too broad

VI

1. Sound is permanent

2. It is produced by
effort

. space
. pot, lightning

. absence in sapaksa

A O a W

. both presence and
absence in vipaksa

7. contradictory

IX
1. Sound is permanent

2. It is incorporeal

3. atom, space
4, action, pot

9. both presence and
absence in sapaksa

6. both presence and
absence in vipaksa

7. inconclusive
too broad

The numerals are added for the sake of clarity, and are not included

in the original text.
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The lines of the verse in the Tibetan canon are wrongly paragraphed;
perhaps the printers or even editors considered them not more comp-
rehensible than Dharani. No wonder the Hetucakra was regarded by
Stasiak as something 'mysterious' !

Vidyabhusana's translation from the Tibetan version shows some
deviation from other versions. He put 'impermanent' for the predicate
in the type V instead of 'permanent’, and put 'corporeal' for the hetu
in type IX instead of 'incorporeal'. 1

The above deviations actually do not matter very much, what really
matters is that he had confused the notion of 'like' and 'unlike' altogether.
In fact, the so-called 'similar’ and 'dissimilar’ instances refer to the
likeness to the major term but not to the middle term. As a result his
translation is almost incomprehensible.

The numerals which I have put in the diagram denote the following:

1. the probandum

2. the probans

3. similar instances

4. dissimilar instances

. whether presence or absence in sapaksa
6

T

whether presence or absence in vipaksa
validity

Prof. Tucci gave a much clearer picture of the Hetucakra by
translating the Commentary on the Nyayamukha by Shen-t'ai in a review

On the Fragments from Dignaga. 2

112. Explanatory text

The following is extracted from the Commentary on the Nyayap ravesa
by K'uei Chi:3
Type I: Presence in similar instances and presence in dissimilar

instances. For instance, a Sabdika (Mimamsaka) said: ""Sound is

permanent,
Because it is knowable,
Like space and unlike a pot'"'.

The property of being knowable is present in both similar and
dissimilar instances.

1. Vidyabhusana 21. p. 298,
2. Tucci 4., JRAS. 1928. pp.384-7.
3. NPGC. Taish0 1840. pp.104c-105a.



Type II: Presence in similar instances and absence in dissimilar in-
stances. For'ﬂinstance, a Vaisesika said:
"Sound is impermanent,
Because it is produced.
Like a pot and unlike space'. -
The property of being produced is present in similar instances
and absent in dissimilar instances.
Type III: Presence in similar instances, both presence and absence
in dissimilar instances. For instance, a Vaibesika said:
"'Sound is produced by effort,
Because it is impermanent,
Like a pot, and unlike lightning or space"’.
The property of being impermanent is present in similar instances;
it is present in some dissimilar instances such as lightning, and is
absent in some other dissimilar instances such as space.
Type IV: Absence in similar instances, presence in dissimilar instances.
For instance, a éﬁbdika said:
"Sound is permanent,
Because it is produced.
Like space, and unlike a pot''.
The property of being produced is absent in similar instances and
is present in dissimilar instances.
Type V: Absence in similar instances and absence in dissimilar in-
stances. For instance, a Sabdika said:
""Sound is permanent,
Because it is audible,
Like space, and unlike a pot"'.
The property of being audible is absent in both similar and
dissimilar instances.
Type VI: Absence in similar instances, both presence and absence in
dissimilar instances. For instance, a Sabdika said:
"Sound is permanent,
Because it is produced by effort,
Like space, and unlike lightning or a pot".
The property of being produced by effort is absent in similar



instances; it is present in some dissimilar instances such as a pot
and is absent in some dissimilar instances such as lightning.
Type VIII: Both presence and absence in similar instances, and presence
in dissimilar instances. For instance, a Sabdika said:
'""Sound is not produced by effort,
Because it is permanent,
Like lightning or space, unlike a pot".
The property of being impermanent is present in some similar
instances such as lightning, and is absent in some similar instances
such as space: it is present in dissimilar instances such as a pot.
Type VIII: Both presence and absence in similar instances, absence in
dissimilar instances. For instance, a Vaisesika said: "Sound is
impermanent,
Because it is produced by effort,
Like lightning or a pot, unlike space".
The property of being produced by effort is present in some similar
instances such as a pot, and is absent in some similar instances
such as lightning; it is absent in dissimilar instances such as space.
Type IX: Both presence and absence in similar instances, both presence
and absence in dissimilar instances. For instance, a §abdika said
to a Vais’eqika:
""Sound is permanent,
Because it is incorporeal,
Like an atom or space, unlike a pot or pleasure''.
The property of being incorporeal is present in some similar
instances such as space, and is absent in some similar instances
such as an atom; it is present in some dissimilar instances such as
pleasure, and is absent in some dissimilar instances such as a pot.
The above gives K'uei Chi's explanatory notes on the Hetucakra.
Although he wrote ""So-and-so said that ...' he did not really mean t!lat
all these syllogisms are a truly historical account of debate. Some of
them are obviously constructed for the sake of providing illustrative
cases in a logic text only.
The ''So-and-s0'' and '""So-and-so said to so-and-s0' do not mean very
much here; they will make sense only when the notion of 'acceptance’ is



introduced. This will be discussed in a later chapter on logical fallacies.
The nature of 'sound’ is discussed in the Hetucakra throughout. In
fact not the sound in general, but the words of the Veda, were regarded

by Mimamsa school as something eternal and of infallible authority.

113. Interpretations
1131. The Three-Operator System

The three expressions 'presence’, 'absence' and 'both presence and
absence' in the Chinese and Tibetan versions of the Primanasamuccaya,
the Nyayamukha and the Hetucakradamaru are all obscure, particularly
the last expression: 'both presence and absence’'.

The convenient Sanskrit formulae are those used in the Nyaya-
varttika, namely -vydpaka, -avrtti, and -ekadedavrtti. Let us render
them roughly as 'pervasive presence', 'absence' and 'partial presence'’
respectively.

Before I interpret the terms 'presence' etc. I should like to introduce
two different types of syllogism in Indian logic, namely (1) inherence
and (2) causation, which are among the three types of Dharmakirti's
classification of logical formulae. (inherence, causation and negation).

These two types can be illustrated by two famous cases as follows:

(1) Inherence: "Sound is impermanent because it is produced'. This
is to prove that a thing possesses the property A (being impermanent)
by pointing out that it possesses the property B (being produced). In
other words, from the presence of the property B in a thing one can infer
the presence of the property A in it.

(2) Causation: ""The hill is fiery because it is smoky''. This is to
prove the truth of a proposition A by pointing out the truth of a pro-
position B.

By adding their respective major premisses to the above, we can
have two kinds of syllogism, namely: that of the restricted predicate
logic (or the logic of classes) and that of propositional logic.

First let us formulate them in the form of the logic of classes:

(achb). (bcec)o (ac c), where 'c represents class inclusion.

This formula reads: ' 'The class a is included in the class b' and 'the

1. Nyiyabindu. p.104.
Stcherbatsky 12. Vol.II. p.60.



class b is included in the class c¢' implies ' the class a is included in the
class ¢’ "',

Secondly let us formulate the syllogism in the form of the restricted
predicate logic:

(x) (fx > gx). (x) (gx> hx) > (x) (fx 5> hx).

All the illustrative cases show that Dignaga's Hetucakra belongs
to the first type. It mainly concerns the possession of properties, there-
fore it can be interpreted in terms of the logic of classes.

1. Pervasive presence: ""The property b is present wherever the
property a is present''. This is class inclusion:

acb, orab =o

2. Absence: '""The property b is absent wherever the property a is
present'. This is class exclusion:

. ac b, orab = o

3. Partial presence: "In some cases the property b is present when
the property a is present, but in some cases it is absent when the pro-
perty a is present'". This is class overlapping:

ab # oand ab# o

The above can easily be converted into the restricted predicate logic
by putting a = 2(4z) and b = Z(v z); then we have:

1. Pervasive presence: (x){(¢#x Dy x), which reads:

"For all x, 'x possesses the property ¢' implies 'x possesses the
propertyy '; or "For all x, if xisa¢, thenxisay".

2. Absence: (x) (¢x >~y x), which reads:

"For all x, 'X possesses the property ¢' implies 'x does not possess the
property v''; or "For all x, if xisa ¢, then xisnota v".

3. Partial presence: (Ex) (¢#x. ¢X). (Ex) (¢#x. ~yx), which reads:
'"In some cases x possesses the property ¢ and the property ¢, but in
some cases x possesses the property ® but not the property ¢y .

In Dignigean logic the possibility of a null class is always examined
in every individual case, therefore the existential import is explicitly
stated.

Let a, e and u be the symbols of the respective operators 'pervasive
presence’, 'absence' and 'partial presence’' (called by Uddyotakara
'-vyfpaka', '-avrtti' and '-ekadeSavrtti’), and S and P be the term



variables, we may define the three operators as follows:

-vyapaka: SaP-=(x)(¢x>¢yx). (Ex) (¢x) DI.

-aw_'tti: SeP =(x)(ex O ~¢yx).(Ex) (ox) Df.

-ekadés’av:_'tti: SuP=(Ex)(¢x. vx). (Ex) (&x. ~¥x) Df.

For the sake of convenience in derivation, the following forms are
used:

SaP= ~(Ex)(¢x. ~vx). (Ex) (¢X.VX)

SeP= (Ex)(ox. ~¥vx)" (EX) (2x.¥.x)

SuP= (Ex)(ex.~¥x). (Ex) (ox.¥ x)

In the logic of classes, we have:

SaP= (ab=o0). (aba'/o) Df.

SeP= (ab #0). (ab=0) Df.

SuP= (ab#o0). (ab # o) Df.

They are, respectively, the same as the Aristotelian A form with
existential import, E form with existential import and the conjunct of
the I and O forms. Three operators form a logical triangle instead of
a logical square.

Among the four regions of the universe of discourse, namely ab, ab,
ab and ab, the two regions ab and ab are the decisive factors for the
condition of implication while the other two are not. They will tell
whether S implies P, or non-P, or both, or neither.

One characteristic of the three-operator system is that the existential
condition of both these regions is stated.

In the Aristotelian system, (1) for the I and O forms, the existential
condition of only one region is stated; (2) for the A and E forms, some-
times the existential condition of both regions is stated, but sometimes
that of only one region is stated. The operators A and E are not uniquely
defined, sometimes the existential import is imposed and sometimes not.

Because of the ambiguity of their de}initions there has been great
difficulty in interpreting the Aristotelian system in terms of the restricted
predicate calculus. Usually certain laws collapse under one way of

interpretation, but certain other laws will collapse under another way of
interpretation. 1

1. P.F. Strawson: Introduction to Logical Theory, London, 1952.
p. 167 {f,
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It was mentioned in a certain textbook on logic:

"Every a is b'" implies ''some a is b'';
"Some a is b'"" implies ""'some a is not b"';
Therefore, "every a is b" implies ""'some a is not b'"'.

The above was mentioned as a joke. But it can well illustrate what
kind of consequence will follow when a definition is ambiguous.

Another characteristic of the three-operator system is that all three
are mutully exclusive and independent; none of them is derivable from
one another. |

In the Aristotelian system, the region ab in the I form is not specified.
It is either empty or non-empty and there is no third alternative. It it
is empty, it will become A form; if not, it will become O form. There-
fore the 'I' form is either a conjunct of A and I, or that of I and O; and
there is no independent I form which is neither A nor O. There is a
similar difficulty in the O form.

The three-operator system is quite near the system developed by a
French mathematician J.D. Gergonne, who introduced a five-operator
system in 1816 - fifty years after the introduction of L. Euler's diagrams
and sixty years before those of J. Venn's.

The five operators are symbolized by H (est hors de), X (s'entre-

croise avec), I (est identique ;;1), C (est contenu dans) and'O (contiens).
Let us compare them with the three operators a, e and u as follows:

(SHP)=(S e P) No S is P;

(SXP)=(SuP).(PuS)SomeSis P, some Sis not Pand some P is not S;
(SI P)=(SaP).(PaS)EverySis P, and every P is S;
(SCP)=(SaP).(PuS)Every S is P, and some P is not S;
(SOP)=(SuP).(PaS)SomeS is not P, and every P is S.

In the three-operator system, two regions are specified; in the five-
operator system, three regions are specified. Therefore Dignaga's
system is narrower than Aristotle's, and Gergonne's system is narrower
than Dignaga's. This point can easily be illustrated by the following
diagrams:

(Se P)=(S H P)
(SaP)=(STP)V(
(SuP)=(SO P) V(

S C P)
S X P)

11
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1132. The Four Classes

Before we carry on the discussion on Indian logic, let us shift our
attention for a moment to another point, namely the syllogism in the
mood of 'Barbara'. In this mood, a minor premiss may assume two
possible forms: it may be a singular proposition, such as "Socrates is
a man''; or it may be a universal proposition, such as ""Greeks are men'".
Let us call them respectively the 'Barbara-A' and 'Barbara-B' forms.

First let us formulate them in the form of the logic of classes:

Barbara-A: (ae b).(bCc)>(a-ec),
Barbara-B: (acb).(b cc)>(ac c), where e denotes class membership,
and c denotes class inclusion.

The above reads:

Barbara-A: 'a is a member of the class b' and 'the class b is included
in the class ¢' imples 'a is a member of the class ¢'.

Barbara-B: 'The class a is included in the class b' and 'the class b is
included in the class ¢' implies 'the class a is included in
the class c¢'.

Secondly let us formulate them in the form of the restricted pre-
dicate calculus:

Barbara-A: gy. (x)(gx> hx)> hy,
Barbara-B: (x)(fx > gx). (x)(gx> hx)> (x)(fx > hx)

The above reads:

Barbara-A: For every x, if xis g, then xis h. Buty is g, therefore
y is h.
Barbara-B: For every x, is xis g, then xis h. And for every x,
: if x is f, then x is g. Therefore, for every x, if x is {,
then x is h.

These two forms had been wrongly identified in the west, e. g. by
William of Ockham, but were distinguished by Frege and Peano.

In fact there are two points which are common to singular and
universal affirmative propositions, namely: that neither of them can be
negative, and that neither of them can be particular.

Therefore a singular proposition can be expressed in the form of a
universal proposition. For instance, ''Socrates is a man'’ can be
expressed as "For every x, if x is Socrates, then x 1s a man". Both

propositions can exclude "Socrates js not a man' and ''Socrates is
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partly a man and partly not a man''.

Now let us turn back to Dignidga. In his works these two forms were
neither identified as one, nor very clearly distinguished.

His formulation of the minor premiss was brief and obscure.

"... hecause it is produced' is something like 'gz' which reads 'z is g°'.
Whatever form this formulation may take, he did not really mean that the
minor premiss of this illustrative case was a singular proposition,
although there was no universal quantifier explicitly stated. As a matter
of fact, throughout his works the minor premisses were almost always
non-singular propositions.

The above can be explained by the fact that the distinction between
singular and universal propositions, and the distinction between quantified
and un-quantified variables was extremely obscure at his time.

Perhaps this is the reason why Uddyotakara raised his objection to the
first clause of the Trairlipya by giving an illustrative case: ''Atoms are
impermanent because they are odorous' 1 inwhich the minor premiss is a
particular proposition, because according to Indian tradition only 'earth
atoms' are odorous while other kinds of atoms are not. . |

His illustrative case shows that if the quantifier of the minor premiss
is not explicity stated, the minor premiss may turn out to be a particular
proposition. Thus the syllogism will be invalid in the Barbara mood.

It was Dignaga who introduced the notion of quantification to Indian
logic. In the Hetucakra he stressed very much the major premiss and
not the minor premiss.

In the Hetucakra he rejected the type V, in which the middle term and
the minor term have the same extension, as invalid because of 'being
too narrow'. Let us call this fallacy 'petitio principii with respect to
extension'.

From the above it will fallow that the major premiss should never be
a singular proposition, irrespective of whether the minor premiss is
universal or singular., _

Therefore, the problem which Ockham raised about the syllogism
'""Socrates is white, every man is Socrates, therefore every man is white"

will not arise.

Perhaps this is one of the reasons why Dignaga stressed the major

I. NV. 1I.1.5. p.58.
IL. pp.250-1.
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premiss so much but left the minor premiss without clearly specifying
whether it should be a universal or singular proposition.

In the second verse of the Hetucakra, he mentioned that among the
three possible cases of 'presence', 'absence' and ' both' of the probans
in the probandum, only the first case is valid.

The statement is very vague and obscure. He was talking about what
kind of proposition a minor premiss should be. The three cases
'‘presence’, 'absence' and 'both' actually mean affirmative, negative
and particular propositions. Among the three, only the first one, the
affirmative, is valid. An affirmative proposition includes both universal
affirmative and singular affirmative ones.

In so far as the exclusion of negative and particular propositions is
concerned, the universal and singular propositions are virtually the
same.

Practically the form Barbara-B was almost always used in Indian
logic. Since the symbolic formulations of Barbara-A and of Barbara-B
are different, in this work I shall include both.

Here I should like to mention an important point concerning inter-
pretation of Indian logic. Neither the five-membered nor the three-
membered syllogism can coincide precisely with the familiar form of
syllogism with a minor premiss, a major premiss and a conclusion.

It is not impossible to coin a new set of symbols and formulae for
Indian logic, if we stick to the syntactic structure of Indian syllogism;
but it will be extremely inconvenient, cumbersome and pointless. There
is no reason why we should not use the current language, terminology
and symbolism to interpret it.

Therefore in my formulation I do not actually translate the Indian
authors' words into symbols, but express what they meant to say - i.e.
what they would have said if they had used precisely the same language
and symbols as we do.

Similarly in my derivation, many steps are not the words explicitly
stated by the Indian authors, but are those which ought to be intuitively
taken for granted by them as true, even if they were not aware of some
theorems that had been applied.

Digniga introduced the notions of 'similar instances' and

'dissimilar instances'. They are used to donote either the classes
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or the members of the classes. Two very important points concerning
them are stated as follows:

First, the word 'similar' refers to the likeness to the subject in its
possessing the property denoted by the predicate, and not the property

denoted by the middle term. Vidyabhusana has made mistakes in his

interpretation of the Hetucakradamaru because he failed to realize this
point.

Secondly, the similar instances are only similar to, but not identical
with, the subject. Therefore the subject itself should be excluded from
the membership of the similar instances.

The term 'dissimilar instances' was defined by Dharmakirti ""A case
which i1s not similar is dissimilar - it can be different from it, contrary
to it, or its absence''.

Since its 'difference' and its 'contrariety' are included in its 'absence’,
the last definition is the proper one. Or, we may say: '"'Dissimilar
instances are dissimilar to the subject in their not possessing the
property denoted by the predicate'.

Different authors employed various terms to denote the similar and
dissimilar instances; perhaps they held slightly different opinions.

The 'similar instance' was called by Dignaga 'tattulya', by Dharmakirti
'sapaksa', by Prasastapada 'tatsamanajatiya' and by Uddyotakara
'tajjatiya’, etc. The 'dissimilar instance' was called by Dharmakirti
'asapaksa' and by Uddyotakara 'vipaksa'.

Let us use the familiar terms 'sapaksa' and 'vipaksa'., Let us

symbolize the four classes respectively hetu, paksa, sapaksa and vipaksa
by H, P, S and V. |

1. First let us define them in terms of the class variables a, b and
¢ in the logic of classes. In the Barbara-A and the Barbara-B form of
syllogism, 1i.e.

(aeb).(bcec)o(ae c)and
(acb).(bcc)> (ac c), they can be defined as follows:

H=b Df.
P = a Df.
S = ac Df.
V = & Df.

1. Nyayabindu, translated by Stcherbarsky. Stcherbatsky 12, p. 59
Nydyabindu., p.104.
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2. Secondly let us define them in terms of the predicate variables
f, g and h in the restricted predicate logic. In this system they are
defined differently in the Barbara-A and the Barbara-B forms as follows:
Barbara-A: gy.'(x)(gx:) hx) > hy

H = Z(gz) Df.
P =y Df.
S = 2(hz.z7y) Df.
V = z(~hz) Df.
Barbara-B: (x)(fx> gx). (x)(gx> hx)> (x)(fx > hx)
H = 2(gz) Df.
P = 2(fz) Df.
S = %(~fz.hz) Df,
V = 2(~hz) Df.

The Barbara-B form can be illustrated by the following

diagrams:
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1133. The Nine Types of Premisses

Since there are three operators and four classes, if we take three

classes operating against the class of hetu, there will be nine possible

combinations. For instance, when the hetu pervades the pakga (called
'sadhya’ in Uddyotakara's formulation of the hetucakra) or P a H, then
by substituting the predicate variables f and g for ® and ¥ in the
operator 'a’' (called by Uddyotakara -vyapaka), we have

(P a H) = ~(Ex)(fx. ~gx). (Ex)(fx. gx) DI.
The following is the list of all types of premisses in the Barbara-B form:

Sadhyavyapaka: (P a H) = ~(Ex)(fx. ~ gx). (Ex)(fx. gx) Df.
Sadhyavrtti: (Pe H)= (Ex)fx.~gx). -(Ex)(fx. gx) Df. -
Sadhyaikadedavrtti: (P u H) = (Ex)(fx. ~ gx). (Ex){fx, gx) Df.
Sapaksavyipaka: (S a H) = ~(Ex)(~fx. hx. ~gx). (Ex)(~ fx. hx. gx) Df.
Sapaksavrtti: (S e H) = (Ex)(~fx, hx, ~ gx). ~ (Ex)(~ fx. hx, gx) Df.
Sapaksaikadesavrtti: (S u H) = (Ex)(-fx. hx. ~ gx). (Ex)(~ fx. hx, gx). Df.
Vipaksavyapaka: (V a H) = ~(Ex)(~ hx. ~gx). (Ex)(~ hx, gx) Df.
Vipaksavrtti: (Ve H)= (Ex)(-hx, ~gx). ~(Ex)(~-hx, gx) Df,
Vipaksaikadesavrtti: (V u H) = (Ex)(~hx. ~ gx). (Ex)(~ hx. gx) Df.

I follow Uddyotakara's Sanskrit formulation of the premisses except

LoNRmNH

the term 'tajjatiya'’ which is replaced by a more familiar term 'sapaksa’.

In the Barbara-A form, the minor premiss is neither universal nor
particular, but singular. It can be regarded as a special case of

'vyapaka' and a contradictory case of 'avrtti'. The premisses can be

formulated as follows:

(PaH)= gy Df,

(PeH)=-~gy Df.

(P u H) = not applicable.

(S a H) = - (Ex)(hx. -~ gx)(x7y). (Ex)(hx. gx)(x7#y) Df.
(S e H) = (Ex){hx, ~ gx}(x#y). ~(Ex)(hx, gx){(x7y) Df.
(S u H) = (Ex)(hx. - gx)(x#y). (Ex)(hx. gx)(x#y) Df.
(V a H) = ~(Ex)(~ hx. - gx). (Ex)(~ hx. gx) Df.

(Ve H)= (Ex)-hx, ~gx). ~(Ex)(~hx, gx) Df.
(VuH)= (Ex)(-hx. ~gx). (Ex)(~ hx. gx) Df.

© @O o
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The form Barbara-B can be expressed in terms of the logic of

classes as follows:

1. (P a H) = (ab = O). (ab 7 O) Df.
2. (P e H)=(ab # O).(ab = O) Df.
3. (P uH)=(ab+ O).(ab # O) Df.
4, (S a H) = (abc = 0).(abc ¥ O)  Df.,
5. (s e H) = (abc # O). (abc = O) Df,
6. (SuH)=(abc # O).(abc # O) Df.
7. (Va H)= (b¢ = O). (bt # O) Df.
8. (Ve H)=(b¢ # 0). (bé = O) Df.
9, (VuH)= (bc # O).(bc # O) Df,

The nine types of premisses in the Barbara-B form are illustrated as
follows, where the shaded portion means empty classes and the portion

with asterisks means non-empty classes. Theportion with neither means

unknown classes which require further information,

PaH SaH VaH

| PeH SeH VeH

PuH SuH VuH
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1134, The 'Wheel', Possible Combinations of Premisses
From here onwards I shall use the numerals 1 to 9 to denote the

nine types of premisses, i.e. Sadhyavyapaka, Sadhyavrtti, etc., which

are defined in previous chapter in both the restricted predicate logic
and the logic of classes.

The combinations of the numerals, e.g. 1.4.7, 1.4. 8, etc. will
denote the possible types in the Hetucakra. I use the new notation
1.4.7 etc. instead of the Roman numerals I, II, III etc. of Dignaga's
sequence because Uddyotakara's order is different from Dignaga's.

If we classify the nine kinds of premisses into three groups, namely
1, 2 and 3, which show the relation between the hetu and the M‘,

4, 5 and 6, which show the relation between the hetu and the sapaksa,

7, 8 and 9 which show the relation between the hetu and the vipaksa;

and take one from each group and combine them; then we shall have 33
or twenty-seven possible combinations.

The type 1 means that the minor premiss is a universal affirmative
proposition; the type 2, a negative proposition; the type 3, a particular
proposition.

By the first special rule of the 'first figure' in the traditional logic,
the minor premiss must be affirmative; therefore the type 2 which
denotes negative proposition is excluded. In Indian logic, a particular
conclusion such as the mood 'Darii' is not desired; therefore the type 3
which denotes particular proposition is excluded.

Then the types 2 and 3 are totally discarded from the list of possible
combinations, and the twenty-seven combinations are now reduced to
nine only, namely: 1.4.7,1,4,8,1.4,9,1,5,7,1,5.8,1,5,9, 1.6.7,
1.6.8 and 1. 6. 9.

In the formulae not all factors are relevant to the conclusion
(x)(fx > hx), therefore only one part is considered.

In the derivation, theorems of the restricted predicate calculus are
used, with the addition of the following:

(x)(gx > hx) = ~ (Ex)(gx. ~ hx). (Ex)(gx. hx)

The above formula can only be applied in the interpretation of
Dignaga's hetucakra but not that of Uddyotakara's. It will be modified

when the latter is dealt with.
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It is important that the relation (x)(gx > hx) = ~ (Ex)(gx. ~ hx) does not
hold here. According to Dignaga's convention, only
(x)(gx > hx) > ~ (Ex)(gx. ~ hx) or (Ex)(gx. ~ hx) 5 ~ (x)(gx o hx) holds; while
its reverse does not., Therefore a sign of implication is used instead of
that of equivalence.

For the sake of convenience, let us omit all the apparent variable
x's and use U and E to denote the universal and existential quantifiers
respectively, such that

U(oov) = (x)(@x2>vx) Df.

E(e V) = (Ex){ax.¥x) Df.

Now let us examine the nine types of the Hetucakra one by one,

first in the Barbara-B form in terms of the restricted predicate calculus:
1.4, 7
(PaH).(SaH).(VaBH)-=
-E(f. ~g). E(f.g). ~E(~f.h. ~g). E(~f. h.g). ~E(~h. ~g). E(-h. g). ... (i)

(i) implies E(~f. h. g). E(~h.g)....(ii)
(ii) implies E(g. h). E(g. ~h)....(iii)
(iii) implies ~U(g >~ h) ~U(g 5 h)....(iv)

Formula (iv) shows that g implies neither h nor ~h, the syllogism
is therefore not conclusive.

1.4.8

(PaH).(SaH).(VeH)-=

-E(f. - g). E(f. g). ~-E(-f. h. ~g). E(-f. h. g). E(-h. ~g). ~E(~h.g) .. (i)
(i) implies U(f>g). ~E(f. ~g). ~E(-f. h. ~g). ~E(~ h, g). E(h. g). .. (ii)
(ii) implies U(f> g). ~E(f. h. ~g). ~E(~f. h. ~g). - E(g. ~ h). E(g. h). (iii)

(iii) implies U(f>5g). ~E(h. ~g). ~E(g. ~h).E(g.h.)............. (iv)
(iv) implies U(fog). Ulg=h). .. r i rnnnnenns e eeas (v)
(v) implies U(f oh)..... ettt et N 04 §
This type is valid for a universal affirmative conclusion,

1.4.9

(PaH).(SaH). (VuH)-= _ _
- E(f. - g). E(f. g). ~E(~f. h. ~g). E(-f. h. g). E(-h. ~g). E(-h.g).... (i)
Like the type 1.4.7, (i) implies ~U(g 5 ~h). ~U(g o h).

It is therefore inconclusive,

1.5.7
(PaH).(SeH).(VaH)-
- E(f. - g). E(f. g). E(- . h. ~g). - E(-f. h. g). - E(-h. - g). E(-h. g)... (1)

(1) implies - E(-f. g. h). E(g. - h)... (i)
The region (f. g. h) is unknown, therefore we have
E(f.g.h)v~E(f.g.h)............ (it)
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Combining (iii) and (ii) we have

(-E(~f.g.h). E(g. ~h)). (E(f.g.h) V~E(f.g.h)...... eeeseaens (iv)
(iv) implies (E(g.h). E(g. ~h)) V(~E(g.h).E(g.~h))...... (v)
(v) implies (-U(g>~h).~U(g>h)) V Ulgo~h)....... (vi)

The formula (vi) shows that if the region (f. g. h) is non-empty, the
syllogism is inconclusive; if it is empty, the conclusion is negative.
The latter case is equivalent to the mood of 'Celarent', which contra-

dicts what is 'desired to prove'; it is therefore called 'contradictory’.

1.5.8
(PaH).(SeH).(VeH)-=
~-E(f. ~g). E(f.g). E(~f. h. ~g). ~E(~f. h. g). E(-h, ~g). ~E(~h. g).... (i)

(i) implies ~-E(~f. g. h). ~E(g. ~h)....(ii)
The region (f. g. h) is unknown, therefore we have '
E(f.g.h) V ~E(f.g.h)........... (iii)

Combining (ii) and (iii) we have
(~E(~f.g.h). ~E(g. ~h)).(E(f.g.h) V ~E(f.g.h)).veeeecerceecess (iv)
(iv) implies (~E(g. ~h). E(g.h)) V (-E(g.h). ~E(g.~h))...... (v)

The formula (v) shows that if (f. g. h) is non-empty, the syllogism
is valid; if it is empty, it is inconclusive,

But if we examine the minor premiss, and the factor ~ E(g. ~h),
E(fl‘ g)' ~ E(g"_ h) D E(g-h)- o & 8 0 09 0 00 (Vi)

Combining (ii) and (vi), we have
E(g.h). ~E(~-f.g.h)D E(f.g. h)..... (vii)

The formula (vii) shows that the region (f. g. h) is non-empty, therefore

the syllogism should be valid and not inconclusive.

1.5.9

(PaH).(SeH).(VuH)=

- E(f. ~g). E(f. g). ~E(~f. h. g). E(~f. h. ~g). E(~h. g). E(~h. ~g)......(1)
Like the type 1.5.7, (i) implies (-U(g> ~h). ~U(g>oh)) V U(g > ~h)
It is therefore contradictory.

1.6.7

(PaH).(SuH).(VaH)-=

-E(f. ~g). E(f.g). E(~-f.h.g). E(~f.h. ~g). ~E(~h. ~g). E(~h.g)......(1)
Like the type 1. 4.7, (i) implies ~U(g >~ h). ~U(g > h).

It is therefore inconclusive,

1.6.8

(PaH).(SuH).(VeH)-=

~E(f. ~g). E(f.g). E(~f. h. g). E(-f.h. ~g). ~E(~h.g). E(-h. ~g)...... (1)
(i) implies U(f og). E(g.h). ~E(g. ~h)eeieriinrenenns (i1)
(ii) implies U Og) UEoh).ieiereeeeenenoeooonosnesesss (iif)
(iil) implies 101§ 2= 11 TS A (iv)

This type is valid for a universal affirmative conclusion.
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1.6.9
(PaH).(SuH).(VuH)-=

-~ E(f. ~g). E(f. g). E(~f.h. g). E(~-f.h. ~g). E(~h. g). E(~h. ~g)....... (i)
(i) implies ~U(g O>~h). ~U(g > h), like the type 1. 4. 1.
It is therefore inconclusive,

According to our usual syllogistic, the type 1, 4. 8 and the type 1. 5. 8
are of the following forms:

(x)(fx > gx). (x)(gx = hx) > (x)(fx > hx) and
(x)(fx = gx). (x)(gx o hx) o (x)(fx > hx).

The difference between them is whether the major or the minor
premiss is a formal equivalence. They should be equally valid; why did
Dignaga accept the former but reject the latter ?

An old criticism, repeated by J.S. Mill, charged the Aristotelian
syllogistic of being faulty on account of petitio principii. Dignaga's

‘introduction of 'sapaksa’' which is 'excluded type' of the major premiss

seems to have managed to escape from Mill's objection,

The type 1. 5. 8 is a limiting case. In the syllogism ""All men are
mortal'', etc., if the minor premiss is '"Socrates is the only man in the
universe'', the difficulty will be more obvious.

Let us consider this problem from both points of view of intension and
of extension. First, all the minor, middle and major terms should
differ from one another in intension; otherwise the syllogism will be
pointless because of lacking of practical inference.

Both Dignaga and Mill are reasoning from the point of view of
extension. Is it necessary that the minor term and the middle term
should differ in extension?

Instead of using Indian illustrative cases such as 'sound', let us use

traditional cases such as 'featherless bipeds', to demonstrate this point

as follows:

1. All men are featherless bipeds,
All featherless bipeds are mortal,
Therefore all men are mortal.

2. All men are unicorns,
All unicorns are mortal,
Therefore all men are mortal.

3. All unicorns are squared-circles,

All squared-circles are mortal,
Therefore all unicorns are mortal.
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The above examples are, unfortunately, very odd ones; a few

assumptions, therefore, should be added, namely:

1. that the three conclusions are unknown;

2. that the existence of men and of featherless bipeds and the non-
existence of unicorns and of squared-circles are known;

3. that the premisses may be true or false,

Example 1 seems to be valid. In example 2, gx does not exist; in
example 3, both gx and hx do not exist, One cannot make a mistake in
the major premiss without simultaneously making a mistake in the minor
premiss also, In other words, the mistakes in the non-existence of gx
in the major premiss should not happen if the minor premiss is free from
mistakes,

However, in Dignaga's system, the subject is excluded from the
spakga, If we take only the 'excluded major premiss' into consideration:

1a, No non-human featherless biped is not mortal;
22, No non-human unicorn is not mortal;
3a. No non-unicorn squared-circle is not mortal

it will be difficult to find the difference between 1a and the other two;
because non-human featherless biped, non-human unicorn and non-
unicorn squared-circle are equally non-existent,

Their corresponding contrary premiss will be equally true or
equally false:

1b. No non-human featherless biped is mortal;
2b. No non-human unicorn is mortal;
3b. No non-unicorn squared circle is mortal;

because none of them exists. Therefore the type 1. 5. 8 is considered

as inconclusive.

Secondly let us express the hetucakra in the Barbara-A form in

terms of the restricted predicate calculus:
;;r?:-}EX)(hx. - gx)(x7y). (Ex)(hx. gx)(x7 y).- (Ex)(~ hx. - gx). (Ex)(~ hx. gx)
;?:—?EX)(M - gx)(x7y). (Ex)(hx. gx)(x7y). (Ex)(~ hx. - gx). ~ (Ex)(~ hx, gx)
;’?:—%Ex)(hx. - gx)(x7y). (Ex)(hx. gx)(x7y). (Ex)(~ hx. - gx). (Ex)(~ hx. gx)
;y?igxxhx. - gx)(x7y). ~ (Ex)(hx. gx)(x7y). ~ (Ex)(- hx, - gx). (Ex)(~ hx.gx)
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1.5. 8

gy. (Ex)(hx. ~ gx)(x#y). ~ (Ex)(hx. gx)(x#y). (Ex)(~ hx. ~ gx). ~ (Ex)(~ hx. gx)
1.5.9

gy. (Ex)(hx, ~ gx)(x7y). ~ (Ex)(hx. gx)(x#y). (Ex)(~ hx, ~ gx). (Ex)(~ hx. gx)

1.6.7

gy. (Ex)(hx, ~ gx)(x#y). (Ex)(hx. gx)(x7y). ~ (Ex)(~ hx. ~ gx). (Ex)( -~ hx. gx)
1.6.8

gy. (Ex)(hx. - gx)(x7y). (Ex)(hx. gx)(x7y). (Ex)(~ hx, ~ gx). ~ (Ex)(~ hx, gx)
1.6.9

gy. (Ex)(hx. ~ gx)(x7y). (Ex)(hx, gx)(x7y). (Ex)(~ hx, ~ gx). (Ex)(~ hx. gx)

The nine types can be classified into four groups, namely:

A. The four types 1.4, 7, 1,4.9, 1.6.7 and 1. 6. 9 contain two
factors in common:
(Ex)(gx. hx)(x#y) and (Ex)(gx. ~ hx).
By dropping the restriction (x#y), we have
(Ex)(gx. hx) and ( Ex)(gx. ~hx), which imply
~(x)(gx > ~ hx) and -~ (x)(gx > hx).
They are therefore inconclusive.

B. The two types 1.4, 8 and 1, 6. 8 contain two factors in common:
(Ex)(gx. hx)(x#y) and ~ (Ex)(gx. ~ hx).
By dropping the restriction (x#y) we have
(Ex)(gx. hx) and ~ (Ex)(gx. ~hx), which imply
(x)(gx > hx).
They are therefore valid.
The only difference between these two types is that 1, 4. 8 is
actually (x)(gx = hx).

C. The two types 1.5.7 and 1. 5. 9 contain two factors in common:
~(Ex)(gx. hx)(x#y) and (Ex)(gx. ~ hx), which imply
(x)(gx > ~hx)(x7y).
In this case the restriction (x#y) cannot be freely dropped.
The conjunct gy. (x)(gx > ~ hx)(x7y) yields no result, Only when
the restriction (x#y) can be ignored, it will give

gy. (x)(gx >~ hx) > ~hy.

However, it is safe to say that the conclusion can be negative but
can never be affirmative, if there is any conclusion at all, 1t is
in this sense that it is called 'contradictory’.

D. The type 1. 5. 8 contains two factors:
~ (Ex)(gx. hx)(x#y) and - (Ex)(gx. - hx).
Neither of them can yield a universal affirmative conclusion with
existential import. One can also say that they can yield both a
universal affirmative and a universal negative conclusion without
existential import simultaneously. This is also called 'inconclusive'.

The four groups of the nine types can be described as follows:

B. When a desired universal affirmative conclusion can be inferred, the
syllogism is valid.
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C. When an undesired negative conclusion can be inferred, or is likely
to be inferred; while the desired universal affirmative conclusion
cannot possibly be inferred, the syllogism is called 'contradictory’.

A. When neither of them can be inferred, it is called 'inconclusive

because of being too broad'; i.e. the class of the hetu is broader
than the class denoted by the major term,

D. When both an affirmative and a negative conclusion (without
existential import) can be inferred, it is called 'inconclusive because
of being too narrow'; i, e. the class of the hetu either can cover the
class denoted by the minor term only, or cannot even cover it,

From the above we can see that the sense of validity (pramanya)

in the Dignaga's system is much narrower than that in traditional western
logic. Tt should be defined in a way which seems to be quite alien to
the west:

A syllogism is said to be valid if the universal affirmative conclusion
which it is desired to prove can be inferred, otherwise it is said to be
invalid. This will exclude the following cases:

1. First, it excludes any syllogism with a negative conclusion;
because such a conclusion contradicts what it is desired to prove,

2, Secondly, it excludes any syllogism with a particular conclusion,
But this case does not actually happen, because in the 'first figure' a

mood like AT is impossible.

3. Thirdly, it naturally excludes cases when no conclusion can be
inferred.

4, Lastly, it also excludes the case when the extension of the middle
term is not bigger than that of the minor term.

How about the case when a nagative conclusion is desired?
Instead of saying 'S is not P', 'S is non-P' is used. Therefore a
negative proposition can be expressed in an alternative affirmative form,
and the negative proposition can be dispensed with,

We can see from the above that among the many factors in the
syllogism, two factors are decisive:

A. 'inconclusive' (too broad): (Ex)(gx. hx) and (Ex){(gx. ~ hx),

B. 'valid': (Ex)(gx. hx) and ~ (Ex)(gx. ~ hx),

C. 'contradictory': ~ (Ex)(gx. hx)(x7y) and (Ex)(gx. ~ hx),

D. 'inconclusive' (too narrow): -(Ex)(gx. hx)(x#y) and ~(Ex)(gx. ~ hx).
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If we put + = (Ex)(gx. hx) and - = ~(Ex)(gx~hx), we have:
A. 'inconclusive' (too broad): + +
B. 'valid': + -
C. 'contradictory': - 4

D. 'inconclusive' (too narrow) - -

The same result may be derived by applying Boole's algebra, if we
put the nine types in the form of the logic of classes according to the
definitions mentioned in the chapter on the nine types of premisses
(1133): |

1, (PaH)=(ab=0).(ab# O) Df. etc. etc., we shall have

1.4.7 = (ab = O). (ab # O). (abc = 0). (dbc # O). (bé = 0). (bé 70).

etc, etc.

If we classify the sixteen types into four groups, we can see that only
‘the Group B of the following list can derive the unique conclusion of
(ac = O); the procedure of derivation is omitted here because it is
analogous to that in the restricted predicate logic.

Group A. (1.4.7,1.4.9, 1.6,7, and 1.6.9): (abc # O). (b # O)

Group B. (1.4. 8 and 1. 6. 8): (abc # O). (bc = O)
Group C. (1.5.7 and 1. 5. 9): (abc = O). (bc # O)
Group D, (1.5. 8); (abc = O). (b2 = O)

The results are as follows:

Group A. (ac # O).(ac # O).

Group B. (ac = O).(ac # O)

Group C. (aé # O).(ac = 0) or (ac # O).(ac ¥ O)
Group D. (ac = O).(ac # O) or (ac = O).(ac = O)
Strictly speaking, the four groups should be branded as:

Group A. inconclusive,

Group B. valid,

Group C, either contradictory or inconclusive,
Group D, either valid or inconclusive,

Dignaga's term for the four were prepared to 'err on the safe side':

Group A. inconclusive,
Group B. valid,
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